
ADVANCED TOPICS LECTURE: FREE BOUNDARY PROBLEMS

MARVIN WEIDNER

The goal of this lecture is to give an introduction to free boundary problems. These are partial
differential equations which exhibit an a priori unknown interface. A prototype example is given by
the melting of ice in water, but free boundary problems also exist in various other contexts such as,
physics, material sciences, biology, finance, etc.

Typical questions:

• optimal regularity of solutions (across the free boundary)
• regularity of the free boundary
• singular free boundary points

(1) Basic properties of harmonic functions
– mean value property, maximum principle
– basic regularity results

(2) The obstacle problem [FRRO22, PSU12]
– optimal regularity
– Caffarelli’s dichotomy: regular and singular points
– C1,α regularity of the free boundary near regular points
– higher regularity of the free boundary
– properties of singular points
– outlook

(3) The Alt-Caffarelli problem [Vel23, CS05]
– optimal regularity
– improvement of flatness
– higher regularity of the free boundary
– singular points
– outlook

(4) Further topics
– thin obstacle problem and nonlocal operators
– time-dependent free boundary problems
– free boundary problems with multiple phases
– ...

1. Basic properties of harmonic functions

The Dirichlet problem for the Laplace equation is given as follows{
−∆u = f in Ω,

u = g in ∂Ω,
(1.1)
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where the boundary condition g and the source term f are given and Ω ⊂ Rn is a bounded (Lips-
chitz) domain. There are different ways to make sense of solutions to this problem. Under suitable
assumptions on f, g, there exists a unique solution.

From now on, let Ω ⊂ Rn be a bounded Lipschitz domain. We recall several important facts and
definitions.

• We have the following function space

H1(Ω) = {u ∈ L2(Ω) : ∂iu ∈ L2(Ω) for i ∈ {1, . . . , n}},

where ∂iu are the weak partial derivatives of u and ∇u = (∂1u, . . . , ∂nu).
• When equipped with the following scalar product, H1(Ω) is a Hilbert space

(u, v)H1(Ω) =

∫
uv dx+

∫
∇u∇v dx, (u, u)H1(Ω) = ∥u∥2H1(Ω).

• Recall the following integration by parts formula: if u, v ∈ H1(Ω), then∫
Ω
∂iuv dx = −

∫
Ω
u∂iv dx+

∫
∂Ω
uvνi dx, i = 1, . . . , n,

where ν ∈ Sn−1 is the unit outward normal vector to ∂Ω.
• There is a compact trace operator Tr : H1(Ω) → L2(∂Ω), such that Tru = u|∂Ω whenever
u ∈ H1(Ω) ∩ C(Ω). We define

H1
0 (Ω) := C∞

c (Ω)H1(Ω)

as the closure of C∞
c (Ω) with respect to ∥ · ∥H1(Ω). It holds

H1
0 (Ω) = {u ∈ H1(Ω) : Tr(u) = 0}.

• Sobolev embedding

H1(Ω) ⊂ L
2n
n−2 (Ω), if 2 < n,

Moreover, the embedding H1(Ω) ⋐ Lq(Ω) is compact, whenever q < 2n
n−2 . In particular,

H1(Ω) ⋐ L2(Ω).
• Poincaré inequality: for any u ∈ H1(Ω) it holds∫

Ω
|u− (u)Ω|2 dx ≤ C1

∫
Ω
|∇u|2 dx,∫

Ω
|u|2 dx ≤ C2

∫
Ω
|∇u|2 dx+

∫
∂Ω

|Tru|2 dx.

The constants C1, C2 only depend on n,Ω.
• Hölder spaces: Let α ∈ (0, 1]. We define for u ∈ C(Ω)

[u]C0,α(Ω) = sup
x,y∈Ω

|u(x)− u(y)|
|x− y|α

, ∥u∥C0,α(Ω) = ∥u∥L∞(Ω) + [u]C0,α(Ω).

Moreover, for k ∈ N ∪ {0}, we set

∥u∥Ck,α(Ω) = ∥u∥Ck(Ω) + [Dku]C0,α(Ω), ∥u∥Ck(Ω) =

k∑
j=1

∥Dju∥L∞(Ω).
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Note that by Hölder interpolation, it holds

∥u∥Ck,α(Ω) ≍ ∥u∥L∞(Ω) + [Dku]C0,α(Ω), ∥u∥Ck,1(Ω) ≍ ∥u∥L∞(Ω) + ∥Dk+1u∥L∞(Ω).

We define the spaces

Ck,α(Ω) = {u ∈ C(Ω) : ∥u∥Ck,α(Ω) <∞}.

Sometimes, when 0 < k + α = β ̸∈ N, we define Cβ(Ω) := Ck,α(Ω). Note

C∞(Ω) ⊂ · · · ⊂ Ck,α(Ω) ⊂ C1,α(Ω) ⊂ C1(Ω) ⊂ C0,1(Ω) ⊂ C0,α(Ω) ⊂ C(Ω).

• Arzelà-Ascoli’s theorem: Given a sequence (fi)i ⊂ Ck,α(Ω) for some α ∈ (0, 1] and k ∈ N∪{0}
satisfying ∥fi∥Ck,α(Ω) ≤ C for some C > 0. Then, there exists a subsequence (fij )j ⊂ (fi)i

which converges uniformly (if k = 0) and in Ck(Ω) (if k ∈ N) to some f ∈ Ck,α(Ω) and
∥f∥Ck,α(Ω) ≤ C.

Literature recommendation: [Eva10]. Also recall functional analysis and PDE lecture.

Definition 1.1. Let f ∈ L2(Ω). We say that u satisfies −∆u = f in Ω in the weak sense whenever
u ∈ H1(Ω) and ∫

Ω
∇u · ∇v dx =

∫
Ω
fv for all v ∈ H1

0 (Ω). (1.2)

Let g ∈ L2(∂Ω). We say that u is a weak solution of the Dirichlet problem (1.1) if u ∈ H1(Ω) satisfies
Tru = g, and (1.2).

We say that u is weakly superharmonic (resp. weakly subharmonic) in Ω, or satisfies −∆u ≥ 0 in Ω
in the weak sense (resp. −∆u ≤ 0 in the weak sense) if∫

Ω
∇u · ∇v dx ≥ 0 resp.

∫
Ω
∇u · ∇v dx ≤ 0 for all v ∈ H1

0 (Ω), v ≥ 0.

We say that u ≥ g on ∂Ω if Tru ≥ g on ∂Ω.

Remark 1.2. If u ∈ C2(Ω), then it holds −∆u = f in Ω in the classical sense, if and only if it holds
in the weak sense. Proof: integration by parts.

1.1. Regularity of solutions and the maximum principle. Throughout this section, whenever
we say that Ω ⊂ Rn is a domain, we mean that Ω is a connected, bounded, open set with ∂Ω ∈ C0,1.
The latter assumption can usually be relaxed, but we assume it here for simplicity in order to have a
well-defined trace operator.

Theorem 1.3 (Existence and uniqueness of weak solutions). Let Ω ⊂ Rn be a domain, f ∈ L2(Ω)
and

{w ∈ H1(Ω) : Trw = g} ≠ ∅. (1.3)

Then, there exists a unique weak solution to the Dirichlet problem (1.1).

Proof. Lax Milgram. (We expect this to be well-known.) □

Remark 1.4. • A sufficient condition for (1.3) to hold true is if g ∈ C0,1(∂Ω).
• (1.3) holds true if and only if there exists G ∈ H1(Ω) such that TrG = g. One can show that

this is the case if and only if g ∈ H1/2(∂Ω).
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The unique weak solution to the Dirichlet problem in a ball is explicit:{
∆u = 0 in B1

u = g on ∂B1
=⇒ u(x) = ωn−1

∫
∂B1

(1− |x|2)g(y)
|x− y|n

dy,

where ωn−1 = |Sn−1|.
By a rescaling argument, a similar formula holds in any ball Br(x0) ⊂ Rn. Thus, we deduce that for
any harmonic function ∆u = 0 in Ω, with Br(x0) ⊂ Ω, we have (Poisson kernel representation)

u(x) = ωn−1r
−1

∫
∂Br(x0)

(r2 − |x− x0|2)u(y)
|x− y|n

dy. (1.4)

An immediate consequence of (1.4) is the following result.

Corollary 1.5. Let Ω ⊂ Rn be any open set, and u ∈ H1(Ω) be any function satisfying ∆u = 0 in Ω
in the weak sense. Then, u is C∞ inside Ω and u is a classical solution.

Moreover, if u is bounded and ∆u = 0 in B1 in the weak sense, then we have the estimates

∥u∥Ck(B1/2)
≤ Ck∥u∥L∞(B1), (1.5)

for all k ∈ N, and for some constant Ck depending only on k and n.

Proof. For any ball Br(x0) ⊂ Ω it holds (1.4). By differentiating this formula it is immediate to see
that u ∈ C∞(Br/2(x0)) and that (1.5) holds. Since this can be done for any ball Br(x0) ⊂ Ω, we
deduce that u is C∞ inside Ω. □

Next, we prove the maximum principle for weak solutions.

Proposition 1.6. Let Ω ⊂ Rn be a domain. Assume that u ∈ H1(Ω) satisfies, in the weak sense,{
−∆u ≥ 0 in Ω

u ≥ 0 on ∂Ω.

Then, u ≥ 0 in Ω.

Proof. Notice that since −∆u ≥ 0 in Ω we have∫
Ω
∇u · ∇v dx ≥ 0 for all v ≥ 0, v ∈ H1

0 (Ω). (1.6)

Let us consider u− := max{−u, 0} and u+ := max{u, 0}, so that u = u+−u−. It is easy to check that
u± ∈ H1(Ω) whenever u ∈ H1(Ω), and that u− ∈ H1

0 (Ω) since Tru ≥ 0 on ∂Ω. Hence we can choose
v = u− ≥ 0 in (1.6). Then, using that ∇u = ∇u+ −∇u− and ∇u+ · ∇u− = 0, we get

0 ≤
∫
Ω
∇u · ∇u− dx =

∫
Ω
∇u+ · ∇u− dx−

∫
Ω
|∇u−|2 dx = −

∫
Ω
|∇u−|2 dx.

Hence, ∇u− ≡ 0 in Ω. Since Tru− ≡ 0 this implies u− ≡ 0 in Ω, that is, u ≥ 0 in Ω. □

Remark 1.7. • comparison principle: If −∆u ≥ −∆v in Ω and u ≥ v on ∂Ω, then u ≥ v in Ω.
• in particular, superharmonic functions have their minimum on the boundary.
• Analogously, if −∆u ≤ 0 in Ω and u ≤ 0 on ∂Ω, then u ≤ 0 in Ω.

A useful consequence of the maximum principle is the following.
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Lemma 1.8. Let Ω ⊂ Rn be a domain. Let u be any weak solution of{
−∆u = f in Ω

u = g on ∂Ω.

Then,

∥u∥L∞(Ω) ≤ C∥f∥L∞(Ω) + ∥g∥L∞(∂Ω),

for a constant C depending only on the diameter of Ω.

Proof. Let us consider the function

ũ(x) := u(x)/(∥f∥L∞(Ω) + ∥g∥L∞(∂Ω)).

We want to prove that |ũ| ≤ C in Ω. Notice that ũ solves{
−∆ũ = f̃ in Ω

ũ = g̃ on ∂Ω,

with |g̃| ≤ 1 and |f̃ | ≤ 1.

Let us choose R large enough so that BR ⊃ Ω; after a translation, we can take R = diam(Ω). In BR,
let us consider the function

w(x) =
R2 − |x|2

2
+ 1.

The function w satisfies {
−∆w = 1 in Ω

w ≥ 1 on ∂Ω.

Therefore, by the comparison principle, we deduce that

ũ ≤ w in Ω.

Since w ≤ C (with C depending only on R), we deduce that ũ ≤ C in Ω. Finally, repeating the same
argument with −ũ instead of ũ, we find that |ũ| ≤ C in Ω, and thus we are done. □

The following result follows from the maximum principle and states how solutions to the Dirichlet
problem behave near the boundary.

We say that Ω satisfies the interior ball condition whenever there exists ρ0 > 0 such that every point
on ∂Ω can be touched from inside with a ball of radius ρ0 contained in Ω. That is, for any x0 ∈ ∂Ω
there exists Bρ0(y0) ⊂ Ω with x0 ∈ ∂Bρ0(y0).

It is not difficult to see that any C2 domain satisfies such condition, and also any domain which is the
complement of a convex set.

Lemma 1.9 (Hopf lemma). Let Ω ⊂ Rn be a domain satisfying the interior ball condition and⋃
x0∈∂Ω

Bρ0(y0) ⊃ {dist(·, ∂Ω) ≥ ρ0/2}.

Let u ∈ C(Ω) be a positive weakly superharmonic function in Ω ∩ B2, with u ≥ 0 on ∂Ω ∩ B2. Then,
u ≥ c0d in Ω ∩B1 for some c0 > 0, where d(x) := dist(x,Ωc).

Note that c0 in general depends on u!
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Proof. Since u is positive and continuous in Ω ∩B2, we have that

u ≥ c1 > 0 in {d ≥ ρ0/2} ∩B3/2

for some c1 > 0. Let us consider the solution of
−∆w = 0 in Bρ0 \Bρ0/2,

w = 0 on ∂Bρ0 ,

w = 1 on ∂Bρ0/2.

One can check

w(x) =
|x|2−n − ρ2−n

0

(ρ0/2)2−n − ρ2−n
0

if n ≥ 3,

w(x) =
ln(ρ0/|x|)

ln 2
if n = 2,

w(x) = max
{
1,

2

ρ0
(ρ0 − |x|)

}
if n = 1.

In particular, it is immediate to check that w ≥ c2(ρ0 − |x|) in Bρ0 for some c2 > 0.

Let us take x0 ∈ ∂Ω, and apply the comparison principle to the functions u and c1w(y0 + x) in(
Bρ0(y0) \ Bρ0/2(y0)

)
⊂ Ω ∩ B3/2, where y0 is from the definition of the interior ball condition. (We

are using that u ∈ C(Ω) to guarantee u ≥ 0 on ∂Bρ0(y0)). Hence, we deduce that

u(x) ≥ c1w(y0 + x) ≥ c1c2(ρ0 − |x− y0|) ≥ c1c2d(x) in Bρ0(y0).

Setting c0 = c1c2 and using the previous inequality for x0 ∈ ∂Ω and the corresponding ball Bρ0(y0) ⊂
Ω ∩B3/2, the result follows. □

If Ω satisfies the exterior ball condition, i.e. there exists ρ0 > 0 such that every point on ∂Ω can be
touched from outside with a ball of radius ρ0 contained in Ω, we also have the following result:

Lemma 1.10. Let Ω ⊂ Rn be a domain satisfying the exterior ball condition. Let u ∈ C(Ω) be a
harmonic function in Ω∩B2, with u = 0 on ∂Ω∩B2. Then, u ≤ c0d in Ω∩B1 for some c0 > 0, where
d(x) := dist(x,Ωc).

Proof. We employ a similar barrier argument as before. □

Remark 1.11. In particular, in nice domains (i.e. those satisfying the interior and exterior ball
condition, e.g. if ∂Ω ∈ C1,1), harmonic functions with u = 0 on ∂Ω behave like linear functions near
the boundary, i.e.

c1d ≤ u ≤ c2d close to ∂Ω

This property remains true in domains with ∂Ω ∈ C1,α. However, it is dramatically different in bad
domains. For instance,

u1(x) = x1x2 solves −∆u1 = 0 in Ω1 = {x1x2 > 0} with u1 = 0 on ∂Ω1,

u2(x) = r2/3 sin(2ϕ/3) solves −∆u2 = 0 in Ω2 = {x1 < 0 or x2 < 0} with u2 = 0 on ∂Ω2.

More generally, for any α > 0, the function uα(x) = rα sin(αϕ) is harmonic in R2 \ {0} and satisfies
uα = 0 on ∂{(r cosϕ, r sinϕ) : ϕ ∈ [0, π/α]}.
Hence, in free boundary problems (where the boundary of the solution domain is unknown), it is a
delicate question to analyze the behavior of the solution close to the boundary.
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Remark 1.12. One can prove that solutions to the Dirichlet problem in Ω (1.1) always satisfy
u ∈ C(Ω) if Ω satisfies the interior or exterior ball condition.

1.2. The mean value property.

Lemma 1.13. Let Ω ⊂ Rn be any open set. If −∆u = 0 in Ω, then

u(x) =

∫
∂Br(x)

u(y) dy =

∫
Br(x)

u(y) dy for any ball Br(x) ⊂ Ω. (1.7)

Moreover, it holds for any weakly superharmonic (subharmonic) function u ∈ H1(Ω),

r 7→
∫
Br(x)

u(y)dy is monotone non-increasing (non-decreasing) for r ∈ (0, dist(x, ∂Ω)). (1.8)

The property in (1.7) is called the mean value property.

Proof. If u is harmonic, the first equality in the mean value property follows by setting x0 = x in
(1.4). The second equality follows by integrating the first one, namely∫

Br(x)
u(y) dy = nr−n

∫ r

0
ρn−1

∫
Bρ(x)

u(y) dy dρ.

The claim for weakly subharmonic functions goes as follows. Fix 0 < ρ < r such that Br(x) ⊂ Ω. Let
v be the solution to −∆v = 0 in Br(x) with v = u on ∂Br(x). Then, by the maximum principle u ≤ v
in Br(x). Hence, by the mean value property

S(ρ) :=

∫
∂Bρ(x)

u(y) dy ≤
∫
∂Bρ(x)

v(y) dy = v(x) =

∫
∂Br(x)

v(y) dy =

∫
∂Br(x)

u(y) dy = S(r).

Then, by integrating over (0, r),

A(r) :=

∫
Br(x)

u(y) dy = nr−n

∫ r

0
ρn−1S(ρ) dρ ≤ S(r)nr−n

∫ r

0
ρn−1 dρ = S(r).

However, this yields

A′(r) = −n2rn−1

∫ r

0
ρn−1S(ρ) dρ+ nr−nS(r)rn−1 =

n

r
(S(r)−A(r)) ≥ 0,

as desired. □

The following two lemmas yield the Harnack inequality for harmonic functions.

Lemma 1.14 (Weak Harnack inequality for weak supersolutions). Let u ∈ C(B1). Then,{
−∆u ≥ 0 in B1

u ≥ 0 in B1
=⇒ inf

B1/2

u ≥ c∥u∥L1(B1/2)
,

for some c > 0 depending only on n.

Proof. By the Lebesgue differentiation theorem and (1.8), we have for any x0 ∈ B1/3

u(x0) ≥
1

|B2/3|

∫
B2/3(x0)

u = c∥u∥L1(B2/3(x0)) ≥ c∥u∥L1(B1/3)

for some c = c(n) > 0, so that we have proved the property in a ball of radius 1/3.
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To prove it in B1/2, consider x̄0 ∈ ∂B1/3 and the ball B1/6(x̄0). We can repeat the previous steps to
derive

inf
B1/6(x̄0)

u ≥ c∥u∥L1(B1/6(x̄0)).

Moreover, if we denote B := B1/3 ∩B1/6(x̄0), then

inf
B1/6(x̄0)

u ≥ c∥u∥L1(B1/6(x̄0)) ≥ c

∫
B
u ≥ |B| inf

B
u ≥ c inf

B1/3

u.

This implies

inf
B1/2

u ≥ inf
B1/3

u ∧ inf
x0∈∂B1/3

inf
B1/6(x̄0)

u ≥ c inf
B1/3

u.

Similarly,

∥u∥L1(B1/2)
≤ ∥u∥L1(B1/3)

+ c max
x0∈∂B1/3

∥u∥L1(B1/6(x̄0)) ≤ c∥u∥L1(B1/3)
.

Altogether, from the first result in this proof, we can conclude

inf
B1/2

u ≥ c1 inf
B1/3

u ≥ c2∥u∥L1(B1/3)
≥ c3∥u∥L1(B1/2)

for some c3 = c3(n) > 0. In the last step we have used again (1.8). □

Lemma 1.15 (L∞ bound for weak subsolutions). Let u ∈ C(B1). Then,

−∆u ≤ 0 in B1 =⇒ sup
B1/2

u ≤ C∥u∥L1(B3/4)
,

for some C depending only on n.

We will see later that the L1 norm in this estimate can be replaced by the Lε norm for any ε > 0.
This follows from Young’s inequality and a covering argument.

Proof. The result follows from the the mean value property (1.8) in the same way as Lemma 1.14. □

Theorem 1.16 (Harnack inequality). Let u ∈ C(B1).{
−∆u = 0 in B1

u ≥ 0 in B1
=⇒ sup

B1/2

u ≤ c inf
B1/2

u,

for some c > 0 depending only on n.

Proof. Combine Lemma 1.15 and Lemma 1.14. □

Remark 1.17. In particular, we have the following strict maximum principle: If −∆u ≥ 0 in Ω with
u ≥ 0 in Ω and u ̸≡ 0, then u > 0 in Ω.

We end this subsection with three auxiliary lemmas that all follow from the mean value property and
that will be used later in the lecture.

The first lemma says that the pointwise limit of a sequence of superharmonic uniformly bounded
functions is superharmonic (in the sense that (1.8) holds).

Lemma 1.18. Let Ω ⊂ Rn, and let (wk)k be a sequence of uniformly bounded functions wk : Ω → R
satisfying (1.8), converging pointwise to some w : Ω → R. Then w satisfies (1.8).
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Proof. The proof is immediate. In fact, let w∞ := w and let us define for k ∈ N ∪ {∞}, ϕx,k(r) :=∫
Br(x)

wk. Notice that ϕx,k(r) is non-increasing in r for all k ∈ N. In particular, given 0 < r1 <

r2 < Rx, we have that ϕx,k(r1) ≥ ϕx,k(r2) for k ∈ N. Now we let k → ∞ and use that wk → w
pointwise to deduce, by the dominated convergence theorem (notice that wk are uniformly bounded),
that ϕx,∞(r1) ≥ ϕx,∞(r2). That is, w∞ = w satisfies (1.8). □

The second lemma shows that superharmonic functions are lower semicontinuous.

Lemma 1.19. Let us assume that w ∈ L1
loc(Ω) and satisfies (1.8) in Ω ⊂ Rn. Then, up to changing

w in a set of measure 0, w is lower semicontinuous in Ω.

Proof. We define w0(x) := limr↓0
∫
Br(x)

w (which is well defined, since the average is monotone non-

increasing). Then w0(x) = w(x) if x is a Lebesgue point, and thus w0 = w almost everywhere in
Ω. Let us now consider x0 ∈ Ω, and let xk → x0 as k → ∞. Then, by the dominated convergence
theorem, ∫

Br(x0)
w = lim

k→∞

∫
Br(xk)

w ≤ lim inf
k→∞

w0(xk) (1.9)

for 0 < r < 1
2dist(x0, ∂Ω). Now, by letting r ↓ 0 on the left-hand side, we reach that

w0(x0) ≤ lim inf
k→∞

w0(xk), (1.10)

that is, w0 is lower semi-continuous at x0. □

The next result yields a classification of global harmonic functions.

Theorem 1.20 (Liouville’s theorem). Any bounded solution of ∆u = 0 in Rn is constant.

Proof. Let u be any global bounded solution of ∆u = 0 in Rn. Since u is smooth (by Corollary 1.5),
each derivative ∂iu is well-defined and is harmonic. Thus, thanks to the mean-value property and the
divergence theorem, for any x ∈ Rn and R ≥ 1 we have

|∂iu(x)| =

∣∣∣∣∣ cnRn

∫
BR(x)

∂iu

∣∣∣∣∣ =
∣∣∣∣∣ cnRn

∫
∂BR(x)

u(y)
yi
|y|
dy

∣∣∣∣∣ ≤ C

Rn

∫
∂BR(x)

|u|. (1.11)

Thus, using that |u| ≤M in Rn, we find

|∂iu(x)| ≤
cn
Rn

|∂BR(x)|M =
cn
Rn

|∂B1|Rn−1M =
c′nM

R
→ 0, as R→ ∞. (1.12)

Therefore, ∂iu(x) = 0 for all x ∈ Rn, and u is constant. □

2. The obstacle problem

In this chapter, we deal with our first free boundary problem: the obstacle problem.

There is a wide variety of problems in physics, industry, biology, finance, and other areas which can be
described by PDEs that exhibit free boundaries. Many of such problems can be written as variational
inequalities, for which the solution is obtained by minimizing a constrained energy functional. The
obstacle problem is one of the most important and canonical examples.

Given smooth functions ϕ : Ω → R and g : ∂Ω → R, the obstacle problem is the following:

minimize
1

2

∫
Ω
|∇v|2 dx among all functions v ≥ ϕ in Ω with v = g on ∂Ω.
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• Interpretation: we look for the least energy function v, but the set of admissible functions
consists only of functions that are above a certain “obstacle” ϕ.

• in 2D: Think of v as an elastic membrane that is constrained to be above ϕ
• We will see that the Euler-Lagrange equation is given as follows:

v ≥ ϕ in Ω

−∆v ≥ 0 in Ω

−∆v = 0 in the set {v > ϕ},

Intuition: Maybe you already know that the unconstrained problem leads to harmonic func-
tions! Hence, if we denote E(v) = 1

2

∫
Ω |∇v|2dx, then we will have E(v+ εη) ≥ E(v) for every

ε ≥ 0 and η ≥ 0, η ∈ C∞
c (Ω), which yields −∆v ≥ 0 in Ω. That is, we can perturb v with

nonnegative functions (εη) and we always get admissible functions (v + εη). However, due to
the constraint v ≥ ϕ, we cannot perturb v with negative functions in all of Ω, but only in the
set {v > ϕ}. This is why we get −∆v ≥ 0 everywhere in Ω, but −∆v = 0 only in {v > ϕ}.
(We will show later that any minimizer v is continuous, so that {v > ϕ} is open.)
Short form of the Euler-Lagrange equation:

min{−∆v, v − ϕ} = 0 in Ω.

• Consider u := v − ϕ. Then, the obstacle problem is equivalent to
u ≥ 0 in Ω

∆u ≤ f in Ω

∆u = f in the set {u > 0},

where f := −∆ϕ. This way, we can assume without loss of generality that the obstacle is zero.
• The previous problem is the Euler-Lagrange equation associated to the following minimization
problem:

minimize

∫
Ω

1

2
|∇u|2 + fu dx among all functions u ≥ 0 with u = g − ϕ on ∂Ω.

• A key feature of the obstacle problem is that it has two unknowns:

the solution u, and the contact set {u = 0}.

In other words, there are two regions in Ω, characterized by the minimization problem:

one in which u = 0, and one in which −∆u = f.

Moreover, we denote the free boundary by

Γ := ∂{u > 0} ∩ Ω,

• We will see that since u is a nonnegative supersolution, it will hold ∇u = 0 on Γ, that is, we
will have that u ≥ 0 solves 

∆u = f in {u > 0}
u = 0 on Γ

∇u = 0 on Γ.

This is yet another way to write the Euler Lagrange equation (this time explicitly including
the interface Γ).
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• We see that we have both Dirichlet and Neumann conditions on Γ. This would usually be
an over-determined problem (too many boundary conditions on Γ, recall Lax-Milgram), but
since Γ is also free, it turns out that the problem has a unique solution (where Γ is part of the
solution).

Some applications of the obstacle problem

• Dam problem,
• Stefan problem,
• Hele-Shaw flow,
• optimal stopping, finance,
• interacting particle systems,
• elasticity

2.1. Well-posedness and the Euler Lagrange equation. Existence and uniqueness of solutions
follows easily from the fact that the functional

∫
Ω |∇v|2dx is convex, and that we want to minimize

it in the closed convex set {v ∈ H1(Ω) : v ≥ ϕ}. The following proof is standard in the calculus of
variations

Proposition 2.1 (Existence and uniqueness). Let Ω ⊂ Rn be a Lipschitz domain, and let g : ∂Ω → R
and ϕ ∈ H1(Ω) be such that

C = {w ∈ H1(Ω) : w ≥ ϕ in Ω,Trw = g} ≠ ∅.

Then, there exists a unique minimizer of

E(v) :=

∫
Ω
|∇v|2 dx among all v ∈ C. (2.1)

Proof. Let us define

θ0 := inf

{
E(w) :=

1

2

∫
Ω
|∇w|2 dx : w ∈ K

}
,

that is, the infimum value of E(w) among all admissible functions w ∈ C. Let us take a sequence of
functions {vk} such that

(i) vk ∈ H1(Ω),
(ii) Tr vk = g and vk ≥ ϕ in Ω,
(iii) E(vk) → θ0 as k → ∞.

By (i), ∥vk∥L2(Ω) is uniformly bounded, and by the Poincaré inequality,

∥vk∥L2(Ω) ≤ C∥∇vk∥L2(Ω) + ∥g∥L2(∂Ω),

i.e., the sequence {vk} is uniformly bounded in H1(Ω). Therefore, a subsequence {vkj} will converge

to a certain function v strongly in L2(Ω) and weakly in H1(Ω).

Moreover, by compactness of the trace operator Tr : H1(Ω) → L2(∂Ω), we will have Tr vkj → Tr v in

L2(∂Ω), so that Tr v = g.

Furthermore, v satisfies (weak lower semi-continuity of ∥ · ∥H1(Ω) and compactness of H1(Ω) ⊂ L2(Ω))

∥v∥H1(Ω) ≤ lim inf
j→∞

∥vj∥H1(Ω), ∥v∥L2(Ω) = lim
j→∞

∥vj∥L2(Ω),
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and therefore,

E(v) =
1

2
[v]H1(Ω) ≤

1

2
lim inf
j→∞

[vj ]H1(Ω) = lim inf
j→∞

E(vkj ).

Hence, v is a minimizer of the energy functional. Since vkj ≥ ϕ in Ω and vkj → v in L2(Ω), we have
v ≥ ϕ in Ω. Thus, we have proved the existence of a minimizer v.

The uniqueness of the minimizer follows from the strict convexity of the functional E(v), as follows:

First, observe that the set C is convex, i.e. if u, v ∈ C are both minimizers, then for t ∈ (0, 1), we have

wt := tu+ (1− t)v ∈ C.
By minimality of u and v,

E(u) = E(v) ≤ E(wt). (2.2)

On the other hand, for the gradients we have the identity

|∇wt|2 = t2|∇u|2 + (1− t)2|∇v|2 + 2t(1− t)∇u∇v
= t2|∇u|2 + (1− t)2|∇v|2 − t(1− t)

(
|∇u−∇v|2 − |∇u|2 − |∇v|2

)
= t|∇u|2 + (1− t)|∇v|2 − t(1− t)|∇u−∇v|2.

Integrating over Ω yields

E(wt) = tE(u) + (1− t)E(v)− 1

2
t(1− t)

∫
Ω
|∇u−∇v|2 dx.

Since E(u) = E(v), this simplifies to

E(wt) = E(u)− 1

2
t(1− t)

∫
Ω
|∇u−∇v|2 dx ≤ E(u). (2.3)

Combining (2.2) and (2.3) gives equality, and therefore it must be,∫
Ω
|∇u−∇v|2 dx = 0. (2.4)

Therefore ∇u = ∇v a.e. in Ω, so u− v is constant a.e. Since u− v = 0 on ∂Ω, the constant must be
zero. Hence u = v. □

From now on, we will always assume that ϕ ∈ C∞(Ω) for simplicity. One gets analogous results under
much weaker regularity assumptions on ϕ, but the proofs might be more technical.

Our goal is to derive the Euler-Lagrange equation for minimizers v of (2.1).

We start with the following lemma.

Lemma 2.2. Let Ω ⊂ Rn be a Lipschitz domain, ϕ ∈ C∞(Ω), and v ∈ H1(Ω) be any minimizer of
(2.1). Then, −∆v ≥ 0 in Ω.

Proof. Since v minimizes E among all functions above the obstacle ϕ (and with fixed boundary con-
ditions on ∂Ω), we have that

E(v + εη) ≥ E(v) for every ε ≥ 0 and η ≥ 0, η ∈ C∞
c (Ω).

This yields

ε

∫
Ω
∇v · ∇η + ε2

2

∫
Ω
|∇η|2dx ≥ 0 for every ε ≥ 0 and η ≥ 0, η ∈ C∞

c (Ω),
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and thus ∫
Ω
∇v · ∇η ≥ 0 for every η ≥ 0, η ∈ C∞

c (Ω).

This means that −∆v ≥ 0 in Ω in the weak sense, as desired. □

From here, by showing first that {v > ϕ} is open, we obtain the Euler-Lagrange equations for the
functional:

Proposition 2.3. Let Ω ⊂ Rn be a Lipschitz domain, ϕ ∈ C∞(Ω), and v ∈ H1(Ω) be any minimizer
of (2.1). Then, v ∈ Cloc(Ω) and it holds

v ≥ ϕ in Ω

−∆v ≥ 0 in Ω

∆v = 0 in {v > ϕ} ∩ Ω.

(2.5)

Proof. By construction, we already know that v ≥ ϕ in Ω and, thanks to Lemma 2.2, −∆v ≥ 0 in Ω,
i.e, v is (weakly) superharmonic. Up to replacing v in a set of measure zero, we may also assume that
v is lower semi-continuous (by Lemma 1.19). Thus, we only need to prove that ∆v = 0 in {v > ϕ}∩Ω
and that v is continuous.

First, we show that {v > ϕ} ∩ Ω is open. Let x0 ∈ {v > ϕ} ∩ Ω be such that v(x0)− ϕ(x0) > ε0 > 0.
Since v is lower semi-continuous and ϕ is continuous, there exists some δ > 0 such that

v(x)− ϕ(x) > ε0/2 ∀x ∈ Bδ(x0).

Hence Bδ(x0) ⊂ {v > ϕ}. Since x0 was arbitrary, this means that {v > ϕ} is open.

This implies, also, that ∆v = 0 weakly in {v > ϕ} ∩ Ω. Indeed, for any x0 ∈ {v > ϕ} and η ∈
C∞
c (Bδ(x0)) with |η| ≤ 1, we have v ± εη ≥ ϕ in Ω for all |ε| < ε0/2, and therefore it is an admissible

competitor. Thus, we have

E(v + εη) ≥ E(v) ∀|ε| < ε0.

In particular, the map ε→ E(v + εη) has a critical point at ε = 0, i.e.

d

dε
E(v + εη)|ε=0 = 0.

Equivalently,

0 =
d

dε
|ε=0

∫
Ω
|∇(v + εη)|2 dx

=
d

dε
|ε=0

∫
Ω
|∇v|2 + ε2|∇η|2 + 2ε∇v∇η dx

= 2

∫
Ω
∇v∇η dx,

i.e. v is weakly harmonic in Bδ(x0). Hence, we deduce that v is harmonic in {v > ϕ} ∩ Ω.

Finally, let us show that v is continuous. We already know, by the regularity of harmonic functions
(see Corollary 1.5), that v is continuous in {v > ϕ} ∩ Ω. Let us now show that v is continuous in
{v = ϕ} ∩ Ω, as well.

Let y0 ∈ {v = ϕ} ∩ Ω, and let us argue by contradiction. Since v is lower semi-continuous, it suffices
to assume that there is a sequence yk → y0 such that

v(yk) → v(y0) + ε0 = ϕ(y0) + ε0
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for some ε0 > 0.

Since ϕ is continuous, we may assume also that yk ∈ {v > ϕ}. Let us denote by zk the projection of
yk towards {v = ϕ}, so that δk := |zk − yk| ≤ |y0 − yk| ↓ 0 and

v(zk) → v(y0) = ϕ(y0). (2.6)

Now, since v is superharmonic, by (1.8),

v(zk) ≥
∫
B2δk

(zk)
v = (1− 2−n)

∫
B2δk

(zk)\Bδk
(yk)

v + 2−n

∫
Bδk

(yk)
v = I1 + I2.

For the first equality, we used that Bδk(yk) ⊂ B2δk(zk). Observe that, for I1, since v is lower semi-
continuous and δk ↓ 0, we can assume that, for k large enough, v ≥ ϕ(y0) − 2−nε0 in B2δk(zk), so
that

I1 ≥ (1− 2−n)[ϕ(y0)− 2−nε0].

On the other hand, since v is harmonic in Bδk(yk), we have by the mean-value property that

I2 = 2−nv(yk).

Combining everything, we get

v(zk) ≥ (1− 2−n)[ϕ(y0)− 2−nε0] + 2−nv(yk) → ϕ(y0) + 2−2nε0,

which contradicts (2.6). Hence, v is continuous in Ω. □

Remark 2.4. As in the case of harmonic functions, it is easy to show that if a function v satisfies
v ≥ ϕ in Ω,

∆v ≤ 0 in Ω,

∆v = 0 in the set {v > ϕ},
then it must actually be a minimizer of (2.1).

We next prove the following result, which says that v can be characterized as the least supersolution
above the obstacle.

Proposition 2.5 (Least supersolution). Let Ω ⊂ Rn be a Lipschitz domain, ϕ ∈ H1(Ω), and v ∈
H1(Ω) be any minimizer of (2.1). Then, for any function w satisfying −∆w ≥ 0 in Ω, w ≥ ϕ in Ω,
and Trw ≥ Tr v, we have w ≥ v in Ω. In other words, if w is any supersolution above the obstacle ϕ,
then w ≥ v.

Proof. If w is any function satisfying −∆w ≥ 0 in Ω, w ≥ ϕ in Ω, and Trw ≥ Tr v, it simply follows
from the maximum principle that w ≥ v. Indeed, we have −∆w ≥ −∆v in Ω ∩ {v > ϕ}, and on the
boundary of Ω we have Trw ≥ Tr v and w ≥ ϕ = v on {v = ϕ}. □

2.2. Optimal regularity of solutions. Thanks to Proposition 2.3, we know that any minimizer of
(2.1) is continuous and solves (2.5).

From now on, we will restrict our study to solutions of the Euler Lagrange equation without any
boundary conditions on ∂Ω. This means, we localize the problem and study it in a ball:

For ϕ ∈ C∞(B1), we consider 
v ≥ ϕ in B1,

−∆v ≥ 0 in B1,

−∆v = 0 in {v > ϕ} ∩B1.

(2.7)
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Our next goal is to answer the following question:

Question: What is the optimal regularity of solutions?

Remark 2.6. Notice that in the set {v > ϕ} we have ∆v = 0, while in the interior of the set {v = ϕ}
we have ∆v = ∆ϕ (since v = ϕ there). Thus, since ∆ϕ is in general not zero, ∆v is discontinuous
across the free boundary ∂{v > ϕ} in general. In particular, v /∈ C2.
Example: in 1D, consider v(x) = −x2+, which solves (2.7) in (−1, 1) with ϕ = −x2.

We will now prove that any minimizer of (2.1) is actually C1,1, which by the previous remark is the
optimal regularity.

Theorem 2.7 (Optimal regularity). Let ϕ ∈ C∞(B1), and v be any solution to (2.7). Then, v is
C1,1(B1/2), with the estimate

∥v∥C1,1(B1/2)
≤ C∥v∥L∞(B3/4) + ∥ϕ∥C1,1(B3/4)

.

The constant C depends only on n.

To prove this, the main step is the following lemma, which establishes that solutions detach at most
quadratically from the free boundary.

Lemma 2.8. Let ϕ ∈ C∞(B1), and v be any solution to (2.7). Let x0 ∈ B1/2 be any point on {v = ϕ}.
Then, for any r ∈ (0, 1/4) we have

0 ≤ sup
Br(x0)

(v − ϕ) ≤ C∥ϕ∥C1,1(B3/4)
r2,

with C depending only on n.

In particular, Lemma 2.8 implies that v ∈ L∞(B3/4).

Proof. After dividing v by a constant if necessary, we may assume that ∥ϕ∥C1,1(B1) ≤ 1. Let

ℓ(x) := ϕ(x0) +∇ϕ(x0) · (x− x0)

be the linear part of ϕ at x0. Let r ∈ (0, 1/4). Then, by the C1,1 regularity of ϕ, in Br(x0) we have

ℓ(x)− r2 ≤ ϕ(x) ≤ v(x). (2.8)

Next, we consider

w(x) := v(x)− ℓ(x) + r2.

Our goal is to show that in the ball Br(x0), we have

w ≤ Cr2.

This function w satisfies w ≥ 0 in Br(x0) by (2.8), and −∆w = −∆v ≥ 0 in Br(x0). Let us split w
into w = w1 + w2, with{

−∆w1 = 0 in Br(x0)

w1 = w on ∂Br(x0)
and

{
−∆w2 ≥ 0 in Br(x0)

w2 = 0 on ∂Br(x0).

Notice that by the maximum principle, 0 ≤ w1 ≤ w and 0 ≤ w2, and hence 0 ≤ w2 ≤ w.

Moreover, note that

w1(x0) ≤ w(x0) = v(x0)− ℓ(x0) + r2 = r2,
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and thus by the Harnack inequality (see Theorem 1.16),

∥w1∥L∞(Br/2(x0)) ≤ Cr2.

For w2, notice that −∆w2 = −∆v, and in particular −∆w2 = 0 in {v > ϕ}. This means that w2

attains its maximum on {v = ϕ}. But in the set {v = ϕ} we have

w2 ≤ w = ϕ− ℓ+ r2 ≤ Cr2,

and therefore we deduce that

∥w2∥L∞(Br(x0)) ≤ Cr2.

Combining the bounds for w1 and w2, we get

∥w∥L∞(Br(x0)) ≤ Cr2,

as desired. Recalling the definition of w, and using that ∥ϕ∥C1,1(B1) ≤ 1, we find by (2.8),

v − ϕ = w + ℓ− ϕ+ r2 ≤ Cr2 in Br/2(x0),

as desired. □

As shown next, the previous lemma easily implies the C1,1 regularity.

Proof of Theorem 2.7. Dividing v by a constant if necessary, we may assume that

∥v∥L∞(B3/4) + ∥ϕ∥C1,1(B3/4)
≤ 1.

We already know that v ∈ C∞
loc({v > ϕ}), since v is harmonic there. Moreover, v is C∞({v = ϕ}),

since ϕ ∈ C∞. Hence, it remains to show smoothness of v across the interface Γ = ∂{v > ϕ}. For
this, we will use Lemma 2.8.

Let x1 ∈ {v > ϕ} ∩ B1/2, and let x0 ∈ Γ be the closest free boundary point. Denote ρ = |x1 − x0|.
Then, we have −∆v = 0 in Bρ(x1), and thus we have also −∆(v − ℓ) = 0 in Bρ(x1), where ℓ is the
linear part of ϕ at x0. By estimates for harmonic functions (see Corollary 1.5), the quadratic growth
from Lemma 2.8, and since ϕ ∈ C1,1 (arguing as in (2.8)), we find

∥D2v∥L∞(Bρ/2(x1)) = ∥D2(v − ℓ)∥L∞(Bρ/2(x1)) ≤
C

ρ2
∥v − ℓ∥L∞(Bρ(x1))

≤ C

ρ2
∥v − ϕ∥L∞(Bρ(x1)) +

Cρ2

ρ2
≤ Cρ2

ρ2
= C.

[The factor ρ−2 in the second step comes from rescaling Corollary 1.5, i.e. applying it to vρ(x) := v(ρx)
and using that ∥D2v∥L∞(Bρ/2) = ρ−2∥D2vρ∥L∞(B1/2)].

In particular, |D2v(x1)| ≤ C. We can do this for all x1 ∈ {v > ϕ}∩B1/2. Moreover, for x1 ∈ ∂{v > ϕ},
we deduce |D2v(x1)| ≤ C from Lemma 2.8. Altogether, it follows ∥v∥C1,1(B1/2)

≤ C, as desired. □

2.3. Nondegeneracy. Next, we want to prove that, at all free boundary points, v separates from ϕ
at least quadratically (we already know at most quadratically). That is, we want

0 < cr2 ≤ sup
Br(x0)

(v − ϕ) ≤ Cr2 (2.9)

for all free boundary points x0 ∈ ∂{v > ϕ}. This property is essential in order to study the free
boundary later.

We will prove it under an additional assumption:
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Assumption: The obstacle ϕ satisfies

−∆ϕ ≥ c0 > 0 in B1. (2.10)

Remark 2.9. The assumption (2.10) is quite mild.

• Since −∆v ≥ 0 everywhere, it is clear that if x0 ∈ ∂{v > ϕ}, then −∆ϕ(x0) ≥ 0.
In fact, if −∆ϕ(x0) < 0, then, since v touches ϕ from above at x0, the function v − ϕ has a
global minimum there, i.e. (−∆)(v − ϕ) ≤ 0, i.e.−∆v(x0) < 0, a contradiction).

• It can be proved that, in fact, if ∆ϕ and ∇∆ϕ do not vanish simultaneously, then −∆ϕ > 0
near all free boundary points [Caf98].

• The assumption (2.10) is somewhat necessary. Without it, the lower bound in (2.9) actually
fails and one can construct counterexamples in which the free boundary is a fractal set with
infinite perimeter (see [Caf98]).
Idea: Just choose u = 0 and note that given any fractal set, we can find ϕ such that {ϕ = 0}
is this set. Then, u = 0 solves the obstacle problem with obstacle ϕ.

Proposition 2.10 (Nondegeneracy). Let ϕ ∈ C∞(B1), and v be any solution to (2.7). Assume that
ϕ satisfies −∆ϕ ≥ c0 > 0 in B1. Then, for every free boundary point x0 ∈ ∂{v > ϕ} ∩B1/2, we have

0 < cr2 ≤ sup
Br(x0)

(v − ϕ) ≤ Cr2 for all r ∈ (0, 1/4),

with a constant c > 0 depending only on n and c0.

Proof. Let x1 ∈ {v > ϕ} be any point close to x0 (we will let x1 → x0 at the end of the proof).
Consider the function [we will see that the r2 essentially comes from the fact that ∆(|x− x1|2) = 2n.]

w(x) := v(x)− ϕ(x)− c0
2n

|x− x1|2.

Then, in {v > ϕ} ∩Br(x1), we have

−∆w = −∆v +∆ϕ+ c0 = ∆ϕ+ c0 ≤ 0,

Moreover, w(x1) > 0. Hence, by the maximum principle, w attains a positive maximum on ∂({v >
ϕ} ∩ Br(x1)). But on the free boundary ∂{v > ϕ} we clearly have w < 0. Therefore, there is a point
on ∂Br(x1) at which w > 0. In other words,

0 < sup
∂Br(x1)

w = sup
∂Br(x1)

(v − ϕ)− c0
2n
r2.

Letting now x1 → x0, we find sup∂Br(x0)(v − ϕ) ≥ cr2 > 0, as desired. □

Remark 2.11. Note that we have used the fact that −∆v ≥ 0 in B1 only for continuity of v in the
proof of the nondegeneracy!

This ends the study of basic properties of the obstacle problem. Before we continue, let us quickly
summarize:

Summary of basic properties. Let ϕ ∈ C∞(B1) and v be any solution to the obstacle problem
v ≥ ϕ in B1

−∆v ≥ 0 in B1

∆v = 0 in {v > ϕ} ∩B1.

Then, we have:

• Optimal regularity: ∥v∥C1,1(B1/2)
≤ C(∥v∥L∞(B1) + ∥ϕ∥C1,1(B1)).
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• Quadratic growth: If −∆ϕ ≥ c0 > 0, then

0 < cr2 ≤ sup
Br(x0)

(v − ϕ) ≤ Cr2 for all r ∈ (0, 1/2)

at all free boundary points x0 ∈ ∂{v > ϕ} ∩B1/2.

2.4. An alternative way to formulate the obstacle problem. Recall the obstacle problem (2.7)
problem 

v ≥ ϕ in B1,

∆v ≤ 0 in B1,

∆v = 0 in {v > ϕ} ∩B1

for some ϕ ∈ C∞(B1) with −∆ϕ ≥ c0 > 0. Clearly, this problem is equivalent to
u ≥ 0 in B1,

∆u ≤ f in B1,

∆u = f in {u > 0} ∩B1,

(2.11)

where f = −∆ϕ ≥ c0 > 0.

Let us quickly explain that this problem arises as the Euler-Lagrange equation of an alternative energy
functional, without going into too much detail.

Proposition 2.12 (An alternative energy functional). Let Ω ⊂ Rn be any bounded Lipschitz domain,
and let g : ∂Ω → R be such that

C = {u ∈ H1(Ω) : u ≥ 0 in Ω, u|∂Ω = g} ≠ ∅.

Then, for any f ∈ L2(Ω) with f ≥ 0 there exists a unique minimizer of

1

2

∫
Ω
|∇u|2dx+

∫
Ω
fu (2.12)

among all functions u ∈ C.
Moreover, the following are equivalent.

(i) u minimizes 1
2

∫
Ω |∇u|2 +

∫
Ω fu among all functions satisfying u ≥ 0 in Ω and Tru = g.

(ii) u minimizes 1
2

∫
Ω |∇u|2 +

∫
Ω fu

+ among all functions satisfying Tru = g.

Proof. We skip the proof of the existence and uniqueness. The equivalence of (i) and (ii) follows once
we show that minimizers to (ii) are nonnegative. (Note that C ̸= ∅ implies that g ≥ 0 on ∂Ω.)
To show this, recall that |∇u|2 = |∇u+|2 + |∇u−|2, and therefore, since f ≥ 0 in Ω,

1

2

∫
Ω
|∇u+|2 +

∫
Ω
fu+ ≤ 1

2

∫
Ω
|∇u|2 +

∫
Ω
fu+,

with strict inequality unless u = u+. Hence, any minimizer u of the functional in (ii) must be
nonnegative. □

The equivalence of (i) and (ii) will help us understand the connection between the obstacle problem
and the Alt-Caffarelli free boundary problem later.

The Euler-Lagrange equation associated to (2.12) is given as follows:



ADVANCED TOPICS LECTURE: FREE BOUNDARY PROBLEMS 19

Proposition 2.13. Let Ω ⊂ Rn be any bounded Lipschitz domain, f ∈ C∞(Ω), and u ∈ H1(Ω) be
any minimizer of (2.12) subject to the boundary conditions Tru = g. Then, u solves{

∆u = fχ{u>0} in Ω,

u ≥ 0 in Ω

in the weak sense.

Proof. Notice that, by Proposition 2.12, u is actually a minimizer of

E(u) =
1

2

∫
Ω
|∇u|2 +

∫
Ω
fu+

subject to the boundary conditions Tru = g. Hence, for any η ∈ H1
0 (Ω) and ε > 0 we have

E(u+ εη) ≥ E(u).

In particular, we obtain

0 ≤ lim
ε↓0

E(u+ εη)− E(u)

ε
=

∫
Ω
∇u · ∇η + lim

ε↓0

∫
Ω
f
(u+ εη)+ − u+

ε
.

Notice that

lim
ε↓0

(u+ εη)+ − u+

ε
=

{
η in {u > 0},
η+ in {u = 0},

so that we have ∫
Ω
∇u · ∇η +

∫
Ω
fηχ{u>0} +

∫
Ω
fη+χ{u=0} ≥ 0 for all η ∈ H1

0 (Ω).

Assume first that η ≥ 0, so that∫
Ω
∇u · ∇η +

∫
Ω
fη ≥ 0 for all η ∈ H1

0 (Ω), η ≥ 0,

which implies that ∆u ≤ f in the weak sense. On the other hand, if η ≤ 0, then∫
Ω
∇u · ∇η +

∫
Ω
fηχ{u>0} ≥ 0 for all η ∈ H1

0 (Ω), η ≤ 0,

which implies that ∆u ≥ fχ{u>0} in the weak sense. Hence, (recall that f ≥ 0),

fχ{u>0} ≤ ∆u ≤ f in Ω.

In particular, notice that ∆u = f in {u > 0}.
Now, since f is smooth, this implies that ∆u ∈ L∞

loc(Ω). One can show (elliptic regularity theory

and Calderón-Zygmund estimates) that this implies u ∈ C1,1−ε
loc (Ω) ∩W 2,2

loc (Ω). Thus, ∆u = 0 almost
everywhere in the level set {u = 0} and we have

∆u = fχ{u>0} a.e. in Ω.

From here, one can easily deduce that ∆u = fχ{u>0} in Ω in the weak sense. □

As we mentioned before, the formulation of the obstacle problem (2.12) is equivalent to the one from
(2.1). One can also deduce the C1,1 regularity and nondegeneracy from the Euler-Lagrange equation
in Proposition 2.13. This is a little shorter, however, more complicated tools like Schauder theory
and the Harnack inequality for equations of the form −∆u = f have to be used. For more details see
[FRRO22].
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Summary of basic properties. Let f ∈ C∞(B1) and u be any solution to the obstacle problem{
u ≥ 0 in B1,

∆u = fχ{u>0} in B1.

Then, we have:

• Optimal regularity: ∥u∥C1,1(B1/2)
≤ C(∥u∥L∞(B1) + ∥f∥C0,1(B1)).

• Quadratic growth: If f ≥ c0 > 0, then

0 < cr2 ≤ sup
Br(x0)

u ≤ Cr2 for all r ∈ (0, 1/2)

at all free boundary points x0 ∈ ∂{u > 0} ∩B1/2.

2.5. Regularity of free boundaries: an overview. The next goal of this chapter is to understand
properties of the free boundary in the obstacle problem.

We will from now on consider solutions to


u ∈ C1,1(B1),

u ≥ 0 in B1,

∆u = f in {u > 0} ∩B1,

(2.13)

with

f ≥ c0 > 0 and f ∈ C∞(B1).

Note that all of these properties are in particular satisfied by solutions to the obstacle problem, as we
have seen before.

Remark 2.14. Several remarks are in order:

• Note that on the interface

Γ = ∂{u > 0} ∩B1,

since u ∈ C1,1 and u ≥ 0, we have that

u = 0 on Γ, ∇u = 0 on Γ.

(if ∇u ̸= 0 on Γ, there would be a sign change).
• Due to Remark 2.11, the nondegeneracy from Proposition 2.10 still holds true. Hence, under
(2.13), we still have for some 0 < c < C (now with C depending on ∥u∥C1,1(B1)),

0 < cr2 ≤ sup
Br(x0)

u ≤ Cr2 ∀x0 ∈ ∂{u > 0}. (2.14)

• Since u ∈ C1,1, we have that ∆u ∈ L∞, i.e. it holds ∆u = f a.e. in {u > 0} ∩ B1. Moreover,
since u ∈ C1,1, we have that ∇u ∈ H1, it holds that ∆u = 0 a.e. on {∇u = 0} ⊃ {u = 0} (It
is a general fact that derivatives of an H1 function v vanish a.e. on {v = 0}, and it follows
from the fact that ∇v = ∇v+−∇v− a.e.). From here, we can deduce that for any η ∈ C∞

c (B)
and B ⋐ B1, ∫

B
∇u∇η = −

∫
B
∆uη +

∫
∂B
∂νuη = −

∫
B
fχ{u>0}η dx,
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i.e. u solves in the weak sense

∆u = fχ{u>0} in B1.

For simplicity, we will assume from now on that

f ≡ 1,

i.e. we will consider solutions u to 
u ∈ C1,1(B1),

u ≥ 0 in B1,

∆u = 1 in {u > 0} ∩B1,

(2.15)

It is also possible to study the problem with a general f ∈ C∞, but it is more technically involved.

The central mathematical challenge in the obstacle problem is to understand the geometry/regularity
of the free boundary Γ. Clearly, despite knowing that u ∈ C1,1, Γ could still be a very irregular object,
even a fractal set with infinite perimeter.

Our goal will be to prove Caffarelli’s dichotomy, which splits the free boundary Γ into a set of regular
points and a set of singular points. We will show that

(i) Γ is C∞ near regular points
(ii) Characterize the set of singular points and prove that they are contained in an (n − 1)-

dimensional C1 manifold.

These are the main and most important result in the obstacle problem. (i) was proved by Caffarelli
in 1977 (see [Caf77]), and it is one of the major results for which he received the Wolf Prize in 2012,
the Shaw Prize in 2018, and the Abel Prize in 2023.

Definition 2.15 (blow-up). We say that u0 is a blow-up of u (satisfying (2.15)) at x0 ∈ ∂{u > 0}∩B1,
if there is a sequence rk ↘ 0 such that

urk,x0(x) :=
u(x0 + rkx)

r2

satisfies

urk → u0 in C1
loc(Rn).

If x0 = 0, we denote urk,x0 = urk .

Clearly, blow-ups always exist by Arzelà-Ascoli’s theorem and the C1,1 regularity of u. Moreover, it
is not difficult to see that they are global solutions to the obstacle problem (2.15).

Overview of the strategy.

• Given any free boundary point x0, one considers the rescalings urk,x0 (“zooming in” at a free
boundary point).

• By C1,1 estimates, a subsequence of urk → u0 (blow-up) in C1
loc(Rn) as rk → 0.

• Main issue: classify blow-ups:
– either u0(x) =

1
2(x · e)2+ (regular points)

– or u0(x) =
1
2x

TAx (singular points).

Here, e ∈ Sn−1 and A ≥ 0 is a positive semi-definite matrix satisfying trA = 1.
• transfer information from u0 to u:
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– free boundary is C1,α near regular points (for some small α > 0).
– C1,α implies C∞ (reminiscent of Hilbert’s XIX problem).

2.6. Classification of blow-ups. The aim of this section is to classify all possible blow-ups u0. For
this, we proceed in three steps:

• prove that blow-ups are 2-homogeneous, i.e. u0(λx) = λ2u0(x) for all λ ≥ 0.
• prove that blow-ups are convex, i.e. D2u0 ≥ 0.
• complete classification of blow-ups

Proposition 2.16 (Homogeneity of blow-ups). Let u be any solution to (2.15) with 0 ∈ ∂{u > 0}.
Then, any blow-up of u at 0 is 2-homogeneous.

Remark 2.17. Note that not all global solutions to the obstacle problem in Rn are homogeneous.
There exist global solutions u0 that are convex, C1,1, and whose contact set {u0 = 0} is an ellipsoid.
In fact, it was shown recently in [EFW25] (it was a conjecture for more than 90 years) that the
coincidence set of a global solution with non-empty interior has to be either a half-space, an ellipsoid,
a paraboloid, or a cylinder with an ellipsoid or paraboloid as base.
The result Proposition 2.16 says that such non-homogeneous solutions cannot appear as blow-ups.

Our proof uses a very important tool in the theory of free boundaries, namely a monotonicity formula.

Theorem 2.18 (Weiss’ monotonicity formula). Let u be any solution to (2.15) with 0 ∈ ∂{u > 0}.
Then, the quantity

Wu(r) :=
1

rn+2

∫
Br

(
1

2
|∇u|2 + u

)
− 1

rn+3

∫
∂Br

u2 (2.16)

is monotone in r, i.e.

d

dr
Wu(r) =

1

rn+4

∫
∂Br

(x · ∇u− 2u)2dx ≥ 0 ∀r ∈ (0, 1).

Proof. Let ur(x) = r−2u(rx), and observe that by scaling

Wu(r) =

∫
B1

(
1

2
|∇ur|2 + ur

)
−
∫
∂B1

u2r . (2.17)

Using this, together with d
dr (∇ur) = ∇ d

drur, we find

d

dr
Wu(r) =

∫
B1

∇ur · ∇
d

dr
ur +

d

dr
ur − 2

∫
∂B1

ur
d

dr
ur.

Now, integrating by parts we get∫
B1

∇ur · ∇
d

dr
ur = −

∫
B1

∆ur
d

dr
ur +

∫
∂B1

∂ν(ur)
d

dr
ur.

Now, note that

d

dr
ur = −2r−3u(rx) + r−2x · ∇u(rx) = 1

r
{x · ∇ur − 2ur}. (2.18)

Thus, d
drur = 0 in {ur = 0} (recall that ∇ur = ur = 0 on {ur = 0} by Remark 2.14). Moreover, since

∆ur = 1 in {ur > 0}, we have∫
B1

∇ur · ∇
d

dr
ur = −

∫
B1

d

dr
ur +

∫
∂B1

∂ν(ur)
d

dr
ur.
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Thus, we deduce, using also that ∂ν = x · ∇ on ∂B1 together with (2.18)

d

dr
Wu(r) =

∫
∂B1

∂ν(ur)
d

dr
ur − 2

∫
∂B1

ur
d

dr
ur

=

∫
∂B1

x · ∇urr−1{x · ∇ur − 2ur} − 2

∫
∂B1

urr
−1{x · ∇ur − 2ur}

=
1

r

∫
∂B1

(x · ∇ur − 2ur)
2,

which gives the desired result after scaling back from ur to u. □

Proof of Proposition 2.16. Let ur(x) = r−2u(rx), and notice that we have the scaling property

Wur(ρ) =Wu(ρr),

for any r, ρ > 0. Indeed,

Wur(ρ) = ρ−n−2

∫
Bρ

(
1

2
|∇ur|2 + ur

)
− ρ−n−3

∫
∂Bρ

u2r

= ρ−n−2r−2

∫
Bρ

(
1

2
|∇u|2 + u

)
− ρ−n−3r−4

∫
∂Bρ

u2

= (rρ)−n−2

∫
Brρ

(
1

2
|∇u|2 + u

)
− (rρ)−n−3

∫
∂Brρ

u2 =Wu(rρ).

If u0 is any blow-up of u at 0 then there is a sequence rj → 0 satisfying urj → u0 in C1
loc(Rn). Thus,

for any ρ > 0 we have

Wu0(ρ) = lim
rj→0

Wurj
(ρ) = lim

rj→0
Wu(ρrj) =Wu(0+). (2.19)

Notice that the limitWu(0+) := limr→0Wu(r) exists by monotonicity ofW and since u ∈ C1,1 implies
Wu(r) ≥ −C for all r ≥ 0. Moreover, the second equality follows by scaling (see (2.17)).

Hence, the function Wu0(ρ) is constant in ρ. However, by Theorem 2.18 this yields that

x · ∇u0 − 2u0 = 0 in Rn,

and therefore u0 is 2-homogeneous. (Note that u0 is a global solution to (2.15), and therefore we can
take any r > 0 in Theorem 2.18.) Indeed, this property implies that

ψ(λ) = λ−2u0(λx)

satisfies

ψ′(λ) = λ−3(−2u0(λx) + (λx) · ∇u0(λx)) = 0 ∀λ ≥ 0,

which implies that

λ−2u0(λx) = ψ(λ) = ψ(1) = u0(x).

□

Using the 2-homogeneity of blow-ups, we can now show that they are also convex. We actually prove
a slightly more general result:
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Proposition 2.19. Let u0 ∈ C1,1 be any 2-homogeneous global solution to{
u0 ≥ 0 in Rn

∆u0 = 1 in {u0 > 0}

such that 0 ∈ ∂{u > 0}. Then, u0 is convex.

[Heuristic idea of the proof: D2u0 is harmonic in {u0 > 0} and D2u0 ≥ 0 on ∂{u0 > 0} (since u0 ≥ 0,
it is convex at the free boundary). Since D2u0 is also 0-homogeneous, by the maximum principle,
D2u0 ≥ 0 everywhere.]

We need the following auxiliary lemma.

Lemma 2.20. Let Λ ⊂ B1 be closed. Let w ∈ H1(B1) ∩ C(B1) be such that w ≥ 0 on Λ and such
that w is superharmonic in the weak sense in B1 \ Λ. Then min{w, 0} = −w− is superharmonic in
the weak sense in B1.

Proof. It is a well-known fact that if −∆v ≥ 0 in Ω the weak sense, then −∆min{v, 0} ≥ 0 in Ω in the
weak sense. To see it, note that if F ∈ C∞(R) is non-decreasing and concave, then F (v) ∈ H1(B1),
and moreover, for any η ∈ H1

0 (B1) with η ≥ 0,∫
B1

∇F (v)∇η dx = F ′(v)∇v∇η dx

=

∫
B1

∇(F ′(v)η)∇v dx−
∫
B1

ηF ′′(v)|∇v|2 dx.

Since F ′(v) ≥ 0 and 0 ≤ F ′(v)η ∈ H1
0 (B1) is an admissible test-function, and thus, the first term is

non-negative. Moreover, we have F ′′(v) ≤ 0 by concavity, and therefore∫
B1

∇F (v)∇η dx ≥ 0,

i.e. −∆(F (v)) ≥ 0. Then, the fact follows by taking a sequence Fk(t) → −t− as k → ∞ uniformly,
and taking limits.

We define wε = min{w,−ε} ∈ H1(B1). By continuity, we know that in a neighborhood of {w = −ε},
it holds −∆w ≥ 0. By application of the previous fact to v := w + ε, we have that

0 ≤ −∆min{w + ε, 0} = −∆(min{w + ε, 0} − ε) = −∆wε

in B1 in the weak sense.

Since the functions (wε)ε are uniformly bounded in H1(B1), up to subsequences they converge weakly
to min{w, 0}. Since the weak limit of weakly superharmonic functions is superharmonic, we deduce
the desired result. □

[It is possible to remove the continuity assumption on w ∈ H1(B1).]

[Recall Lemma 1.18 and Lemma 1.19.]

Proof of Proposition 2.19. Let e ∈ Sn−1 and consider the second derivatives ∂eeu0. We define

w0 := min{∂eeu0, 0}
and we claim that w0 is superharmonic in Rn, in the sense (1.8), i.e. such that

r 7→
∫
Br(x)

w0(y) dy is monotone non-increasing. (2.20)
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Indeed, let δ2t u0(x) for t > 0 be defined by

δ2t u0(x) :=
u0(x+ te) + u0(x− te)− 2u0(x)

t2
.

Now, since ∆u0 = χ{u0>0} by Remark 2.14, we have that in the weak sense,

∆δ2t u0 =
1

t2
(χ{u0(·+te)>0} + χ{u0(·−te)>0} − 2) ≤ 0 in {u0 > 0}

Moreover, it holds δ2t u0 ≥ 0 in {u0 = 0} and δ2t u0 ∈ C1,1.

Thus, by Lemma 2.20, wt := min{δ2t u0, 0} is weakly superharmonic, and hence wt satisfies (2.20).

Since u0 ∈ C1,1, we have that δ2t u0(x) is uniformly bounded independently of t, and therefore wt is
uniformly bounded in t and converges pointwise to w0 as t ↓ 0. In particular, by Lemma 1.18 we have
that w0 satisfies (2.20), as claimed.

Up to changing it in a set of measure 0, w0 is lower semi-continuous by Lemma 1.18. In particular,
since w0 is 0-homogeneous by assumption, it must attain its minimum at a point y0 ∈ B1. Here, we
used that lower semi-continuous functions attain their minimum in compact sets. But for now, w0 is
defined in Rn. 0-homogeneity allows us to restrict the search for the minimum to Sn−1.)

But since
∫
Br(y0)

w0 is non-increasing for r > 0, we must have that w0 is constant.

Since w0 vanishes on the free boundary due to (2.14), we have w0 ≡ 0.

That is, for any e ∈ Sn−1 we have that ∂eeu0 ≥ 0 and therefore u0 is convex. □

Remark 2.21. The original proof by Caffarelli yields a quantitative estimate on the convexity without
using the homogeneity assumption. More precisely, for any solution u to (2.15) with 0 ∈ ∂{u > 0},

∂eeu(x) ≥ −C| log |x||−ε for all e ∈ Sn−1, x ∈ B1/2,

for some ε > 0.

[Since C| log |x||−ε → 0 as x → 0, it says that u becomes closer and closer to being convex as we
approach to the free boundary. Rescaling this result to BR, and letting R→ ∞, this implies that any
global solution is convex.]

Let us summarize our findings in the following proposition.

Proposition 2.22. Let u be any solution to (2.15) with 0 ∈ ∂{u > 0}, and let ur(x) := u(rx)/r2.
Then, for any sequence rk → 0 there is a subsequence rkj → 0 such that

urkj → u0 in C1
loc(Rn)

as kj → ∞, for some function u0 satisfying

u0 ∈ C1,1
loc (R

n),

u0 ≥ 0 in Rn,

∆u0 = 1 in {u0 > 0},
0 ∈ ∂{u0 > 0},
u0 is convex,

u0 is homogeneous of degree 2.
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Proof. Recall that by the C1,1 regularity of u, and by nondegeneracy, we have that (see (2.14))

1

C
≤ sup

B1

ur ≤ C

for some C > 0. Moreover, again by C1,1 regularity of u, we have

∥D2ur∥L∞(B1/(2r)) = ∥D2u∥L∞(B1/2) ≤ C.

Since the sequence {urk}, for rk → 0, is uniformly bounded in C1,1(K) for each compact set K ⊂ Rn,
by Arzelà-Ascoli’s theorem there is a subsequence rkj → 0 such that

urkj → u0 in C1
loc(Rn)

for some u0 ∈ C1,1(K). Moreover, u0 satisfies

∥D2u0∥L∞(K) ≤ C

with C independent of K, and u0 ≥ 0 in K.

Next, we prove that ∆u0 = 1 in {u0 > 0} ∩K: For any η ∈ C∞
c ({u0 > 0} ∩K) we have that, for kj

large enough, urkj > 0 in the support of η, and thus∫
Rn

∇urkj · ∇η dx = −
∫
Rn

η dx.

Since urkj → u0 in C1(K), we can take the limit kj → ∞ to get∫
Rn

∇u0 · ∇η dx = −
∫
Rn

η dx.

Since η ∈ C∞
c ({u > 0} ∩K), and K ⊂ Rn were arbitrary, it follows that ∆u0 = 1 in {u0 > 0}.

The fact that 0 ∈ ∂{u0 > 0} follows by taking limits to urkj (0) = 0 and ∥urkj ∥L∞(Bρ) ≈ ρ2 for all ρ ∈
(0, 1). Finally, the homogeneity and convexity of u0 follow from Proposition 2.16 and Proposition 2.19.

□

Our next goal is to prove the following.

Theorem 2.23 (Classification of blow-ups). Let u be any solution to (2.15) with 0 ∈ ∂{u > 0}, and
let u0 be any blow-up of u at 0. Then,

(a) either

u0(x) =
1

2
(x · e)2+

for some e ∈ Sn−1.
(b) or

u0(x) =
1

2
xTAx

for some matrix A ≥ 0 with trA = 1.

Important comment: At this point, blow-ups are not unique, i.e. different subsequences could lead to
different blow-ups u0.

Before we can classify blow-ups, we need three additional elementary lemmas.



ADVANCED TOPICS LECTURE: FREE BOUNDARY PROBLEMS 27

Lemma 2.24. Let Σ ⊂ Rn be a closed convex cone with nonempty interior with vertex at the origin.
Let w ∈ C(Rn) be a function satisfying

∆w = 0 in Σc, w > 0 in Σc, and w = 0 in Σ.

Assume in addition that w is homogeneous of degree 1. Then, Σ must be a half-space.

Proof. By convexity of Σ, there exists a half-space H = {x · e > 0}, with e ∈ Sn−1, such that H ⊂ Σc.
Let v(x) = (x · e)+. v is harmonic and positive in H, and vanishes in Hc.

By the Hopf Lemma (see Lemma 1.9; Σc satisfies the interior ball condition by convexity of Σ), we
have that

w ≥ c0dΣ in Σc ∩B1,

where dΣ(x) = dist(x,Σ) and c0 is a small positive constant.

In particular, since both w and dΣ are homogeneous of degree 1, we deduce that

w ≥ c0dΣ in Σc.

Thus, since dΣ ≥ dHc = v, we deduce that

w ≥ c0v

for some c0 > 0.

[The idea is now to consider the functions w and cv, and let c > 0 increase until the two functions
touch at one point, which will give us a contradiction, since two harmonic functions cannot touch at
an interior point.]

Define

c∗ := sup{c > 0 : w ≥ cv in Σc}.
Notice that c∗ ≥ c0 > 0. Then, we consider the function w − c∗v ≥ 0.

Assume that w − c∗v is not identically zero. Since this function is harmonic in H, by the strict
maximum principle, w − c∗v > 0 in H.

Then, using the Hopf Lemma in H (see Lemma 1.9) and repeating the arguments from before, we
deduce that

w − c∗v ≥ c0dHc = c0v,

since v = dHc . This implies

w − (c∗ + c0)v ≥ 0,

a contradiction with the definition of c∗. Therefore, it must be w − c∗v ≡ 0. This means that w is a
multiple of v, and therefore Σ = Hc, a half-space. □

[An alternative way to argue in the previous lemma is by harmonic functions on the sphere (compare
with Remark 1.11). Any function w which is harmonic in a cone Σc and homogeneous of degree α can
be written as a function on the sphere, satisfying ∆Sn−1w = µw on Sn−1 ∩Σc with µ = α(n+α− 2) –
in our case α = 1. (Here, ∆Sn−1 denotes the spherical Laplacian, i.e. the Laplace-Beltrami operator on
Sn−1.) In other words, homogeneous harmonic functions solve an eigenvalue problem on the sphere.
Nnotice that w > 0 in Σc and w = 0 in Σ imply that w is the first eigenfunction of Sn−1∩Σc. The first
eigenvalue is µ = n − 1. But, on the other hand, the same happens for the domain H = {x · e > 0},
since v(x) = (x · e)+ is a positive harmonic function in H. This means that both domains Sn−1 ∩ Σc
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and Sn−1∩H have the same first eigenvalue µ. But then, by strict monotonicity of the first eigenvalue
with respect to domain inclusions, we deduce that H ⊂ Σc implies H = Σc, as desired. ]

Lemma 2.25. Assume that ∆u = 1 in Rn \ ∂H, where ∂H is a hyperplane. If u ∈ C1(Rn), then
∆u = 1 in Rn.

Proof. Assume ∂H = {x1 = 0}. For any ball BR ⊂ Rn, we consider the solution to{
∆w = 1 in BR,

w = u on ∂BR,

and define v = u− w. Then, we have {
∆v = 0 in BR \ ∂H,
v = 0 on ∂BR.

We want to show that u coincides with w, that is, v ≡ 0 in BR.

For this, notice that since v is bounded in BR, for κ > 0 large enough we have by the maximum
principle (applied in both halfs of BR \ ∂H separately)

v(x) ≤ κ(2R− |x1|) in BR,

since 2R− |x1| is positive in BR and harmonic in BR \ {x1 = 0}. Thus, we may consider

κ∗ := inf{κ ≥ 0 : v(x) ≤ κ(2R− |x1|) in BR}.

Assume κ∗ > 0. Since v and 2R−|x1| are continuous in BR, and v = 0 on ∂BR, we must have a point
p ∈ BR at which

v(p) = κ∗(2R− |p1|).

Moreover, since v is C1, and the function 2R − |x1| has a wedge on ∂H = {x1 = 0}, we must have
p ∈ BR \ ∂H.

This is not possible, as two harmonic functions cannot touch tangentially at an interior point p.

This means that κ∗ = 0, and hence v ≤ 0 in BR.

Repeating the same argument with −v instead of v, we deduce that v ≡ 0 in BR, and thus the lemma
is proved. □

Finally, we will use the following basic property of convex functions.

Lemma 2.26. Let u : Rn → R be a convex function such that the set {u = 0} contains the straight
line {te0 : t ∈ R}, e0 ∈ Sn−1. Then, u(x+ te0) = u(x) for all x ∈ Rn and all t ∈ R.

Proof. After a rotation, assume e0 = en. Then, writing x = (x′, xn) ∈ Rn−1 × R, we have that
u(0, xn) = 0 for all xn ∈ R, and we want to prove that

u(x′, xn) = u(x′, 0) ∀x′ ∈ Rn−1, xn ∈ R.

By convexity, given x′ and xn, for every ε > 0 and M ∈ R we have

(1− ε)u(x′, xn) + εu(0, xn +M) ≥ u((1− ε)x′, xn + εM).

Since u(0, xn +M) = 0, choosing M = λ/ε and letting ε→ 0 we deduce that

u(x′, xn) ≥ u(x′, xn + λ).

Since this can be done for any λ ∈ R and xn ∈ R, the result follows. □
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We finally establish the classification of blow-ups at regular points.

Proof of Theorem 2.23. Let u0 be any blow-up of u at 0. We already proved that u0 is convex and
homogeneous of degree 2. We divide the proof into two cases.

Case 1. Assume that {u0 = 0} has nonempty interior. Then, by convexity and homogeneity of u0, we
have {u0 = 0} = Σ, a closed convex cone with nonempty interior.

For any direction τ ∈ Sn−1 such that −τ ∈ Σ̊, we claim that

w := ∂τu0 ≥ 0 in Rn.

Indeed, for every x ∈ Rn we have that u0(x + τt) is zero for t ≪ −1, and therefore by convexity of
u0 we get that ∂tu0(x + τt) is monotone non-decreasing in t, and zero for t ≪ −1. This means that
∂tu0(x+ τt) ≥ 0, and thus ∂τu0 ≥ 0 in Rn, as claimed.

Note that, at least for some τ ∈ Sn−1 with −τ ∈ Σ̊, the function w is not identically zero (otherwise,
we would get a contradiction with the nondegeneracy (2.14)). Moreover, since it is harmonic in Σc

(recall that ∆u0 = 1 in Σc), it holds w > 0 in Σc.

But then, since w is homogeneous of degree 1, we can apply Lemma 2.24 to deduce that Σ is a
half-space.

By convexity of u0 and Lemma 2.26, this means that u0 is a one-dimensional function, i.e.

u0(x) = U(x · e)

for some U : R → R and some e ∈ Sn−1.

Thus, we have that U ∈ C1,1 solves

U ′′(t) = 1 for t > 0, U(t) = 0 for t ≤ 0.

From ODE theory, we deduce that U(t) = 1
2 t

2
+, and therefore

u0(x) =
1

2
(x · e)2+.

Case 2. Assume now that {u0 = 0} has empty interior. Then, by convexity, {u0 = 0} is contained in
a hyperplane ∂H.

Hence, ∆u0 = 1 in Rn \ ∂H, with ∂H being a hyperplane, and u0 ∈ C1,1. Lemma 2.25 yields that

∆u0 = 1 in Rn.

Then all second derivatives of u0 are harmonic and globally bounded (due to their 0-homogeneity) in
Rn, so by the Liouville theorem (see Theorem 1.20) they must be constant. Hence, u0 is a quadratic
polynomial. Finally, since u0(0) = 0, ∇u0(0) = 0, and u0 ≥ 0, we deduce

u0(x) =
1

2
xTAx

for some A ≥ 0, and since ∆u0 = 1, we have trA = 1. □

2.7. Lipschitz regularity of the free boundary near regular points.

Definition 2.27. Let u be any solution to (2.15) satisfying for some x0 ∈ B1/2 ∩ ∂{u > 0}

lim sup
r→0

|{u = 0} ∩Br(x0)|
|Br(x0)|

> 0 (2.21)

(i.e., the contact set has positive density at x0). Then, x0 is called a regular free boundary point.
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Our goal is to show that the free boundary ∂{u > 0} is C∞ in a neighborhood of regular points x0.

This is usually done in three steps:

(1) Lipschitz regularity of the free boundary near regular points,
(2) Lipschitz implies C1,α,
(3) C1,α implies C∞.

To prove the first step, we transfer the local information on u into a blow-up u0. More precisely, we
will show that

x0 is a regular point =⇒ The contact set of a blow-up u0 has nonempty interior.

Lemma 2.28. Let u be any solution to (2.15) and assume that 0 ∈ ∂{u > 0} is a regular point. Then,
there is at least one blow-up u0 of u at 0 such that the contact set {u0 = 0} has nonempty interior.

Proof. Let rk → 0 be a sequence along which

lim
rk→0

|{u = 0} ∩Brk |
|Brk |

≥ θ > 0.

Such a sequence exists (with θ > 0 small enough) by assumption. Thanks to Proposition 2.22,
there exists a subsequence rkj ↓ 0 along which urkj → u0 uniformly on compact sets of Rn, where

ur(x) = r−2u(rx) and u0 is convex.

Assume by contradiction that {u0 = 0} has empty interior. Then, by convexity, we have that {u0 = 0}
is contained in a hyperplane, say {u0 = 0} ⊂ {x1 = 0}. Since u0 > 0 in {x1 ̸= 0} and u0 is continuous,
we have that for each δ > 0 there is some ε > 0 such that

u0 ≥ ε > 0 in {|x1| > δ} ∩B1.

Therefore, by uniform convergence of urkj → u0 in B1, there is rkj > 0 small enough such that

urkj ≥ ε

2
> 0 in {|x1| > δ} ∩B1.

In particular, the contact set of urkj is contained in {|x1| ≤ δ} ∩B1, i.e.

|{urkj = 0} ∩B1|
|B1|

≤ |{|x1| ≤ δ} ∩B1|
|B1|

≤ Cδ.

Rescaling back to u, we find

|{u = 0} ∩Brkj
|

|Brkj
|

=
|{urkj = 0} ∩B1|

|B1|
< Cδ.

Since we can do this for every δ > 0, we find that

lim
rkj→0

|{u = 0} ∩Brkj
|

|Brkj
|

= 0,

a contradiction. Thus, the lemma is proved. □

Combining the previous lemma with the classification of blow-ups (see Theorem 2.23), we deduce:

Corollary 2.29. Let u be any solution to (2.15), and assume that 0 ∈ ∂{u > 0} is a regular point.
Then, there is at least one blow-up of u at 0 of the form

u0(x) =
1

2
(x · e)2+, e ∈ Sn−1. (2.22)
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Next, we use this information to show that the free boundary must be smooth in a neighborhood of
any regular point. Our first goal is to establish Lipschitz regularity of the free boundary.

Proposition 2.30. Let u be any solution to (2.15), and assume that 0 ∈ ∂{u > 0} is a regular point.
Let ε > 0. Then, there exist e ∈ Sn−1 and r0 > 0 such that

|ur0(x)−
1

2
(x · e)2+| ≤ ε in B1,

and

|∂τur0(x)− (x · e)+(τ · e)| ≤ ε in B1

for all τ ∈ Sn−1.

Proof. By Corollary 2.29 and Proposition 2.22 there are a subsequence rj → 0 and e ∈ Sn−1 for which

urj →
1

2
(x · e)2+ in C1

loc(Rn).

In particular, for every τ ∈ Sn−1 we have

urj →
1

2
(x · e)2+, ∂τurj → ∂τ

1

2
(x · e)2+ = (x · e)+(τ · e) uniformly in B1.

Hence, given ε > 0, there exists j0 such that

|urj0 (x)−
1

2
(x · e)2+| ≤ ε in B1,

and

|∂τurj0 (x)− (x · e)+(τ · e)| ≤ ε in B1.

□

Note that if (τ · e) > 0, then the derivatives ∂τu0 = (x · e)+(τ · e) are nonnegative, and strictly positive
in {x · e > 0}.
We want to transfer this information to ur0 , and prove that ∂τur0 ≥ 0 in B1 for all τ ∈ Sn−1 satisfying
τ · e ≥ 1/2. For this, we need the following auxiliary lemma.

Lemma 2.31. Let u be any solution to (2.15), and consider ur0(x) = r−2
0 u(r0x) and Ω = {ur0 > 0}.

Assume that a function w ∈ C(B1) satisfies:

(a) w is bounded and harmonic in Ω ∩B1.
(b) w = 0 on ∂Ω ∩B1.
(c) Denoting Nδ := {x ∈ B1 : dist(x, ∂Ω) < δ}, we have w ≥ −c1 in Nδ and w ≥ C2 > 0 in Ω\Nδ.

If c1/C2 is small enough, and δ > 0 is small enough, then w ≥ 0 in B1/2 ∩ Ω.

Proof. Notice that in Ω \ Nδ we already know that w > 0. Let y0 ∈ Nδ ∩ Ω ∩ B1/2, and assume by
contradiction that w(y0) < 0.

Consider, for γ > 0 to be chosen later, the following function in B1/4(y0):

v(x) = w(x)− γ

(
ur0(x)−

1

2n
|x− y0|2

)
.

Then, −∆v = 0 in B1/4(y0) ∩Ω, and moreover v(y0) < 0. Thus, v must have a negative minimum on
∂(B1/4(y0) ∩ Ω).
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Let us now prove that this does not happen, if c1/C2 and δ are small enough.

To see it, we write

∂(B1/4(y0) ∩ Ω) ⊂ ∂Ω ∪
(
∂B1/4(y0) ∩Nδ

)
∪
(
∂B1/4(y0) ∩ (Ω \Nδ)

)
.

On ∂Ω we have v ≥ 0.

Moreover, let us write ∥ur0∥C1,1(B1) =: C0, and choose γ > 0 and δ such that

δ2 ≤ 1

64C0n
, 64nc1 ≤ γ ≤ C2

C0

Then, on ∂B1/4(y0) ∩Nδ we have

v ≥ −c1 − C0γδ
2 +

γ

2n

(
1

4

)2

≥ 0.

Moreover, on ∂B1/4(y0) ∩ Ω \Nδ we have

v ≥ C2 − C0γ ≥ 0 on ∂B1/4(y0) ∩ Ω \Nδ.

Hence, v ≥ 0 on ∂(B1/4(y0) ∩ Ω), a contradiction. □

Using the previous lemma, we can now show that there is a cone of directions τ in which the solution
is monotone near the origin.

Proposition 2.32. Let u be any solution to (2.15), and assume that 0 ∈ ∂{u > 0} is a regular point.
Let ur(x) = r−2u(rx). Then, there exist r0 > 0 and e ∈ Sn−1 such that

∂τur0 ≥ 0 in B1/2

for every τ ∈ Sn−1 satisfying τ · e ≥ 1/2.

Proof. By Proposition 2.30, for any ε > 0 there exist e ∈ Sn−1 and r0 > 0 such that for all τ ∈ Sn−1,

|ur0(x)−
1

2
(x · e)2+| ≤ ε in B1 (2.23)

|∂τur0(x)− (x · e)+(τ · e)| ≤ ε in B1. (2.24)

Next, we claim

ur0 > 0 in {x · e > C0

√
ε}, ur0 = 0 in {x · e < −C0

√
ε}, (2.25)

which means that [the free boundary is contained in a strip]

∂Ω := ∂{ur0 > 0} ⊂ {|x · e| ≤ C0

√
ε} (2.26)

for some C0 depending only on n.

To prove the first property in (2.25), note that if x · e > C0
√
ε then, if C0 ≥

√
2,

ur0 >
1

2
(C0

√
ε)2 − ε > 0.

To prove the second property in (2.25), note that if there was a free boundary point x0 in {x · e <
−C0

√
ε} then by nondegeneracy we would get

sup
BC0

√
ε(x0)

ur0 ≥ c(C0

√
ε)2 > 2ε,

if C0 ≥
√
2/c, a contradiction with (2.23). Therefore, we have (2.25), and thus also (2.26), as desired.
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Next, for each τ ∈ Sn−1 satisfying τ · e ≥ 1/2 we define w := ∂τur0 . Our goal is to apply Lemma 2.31.
Note:

(a) w is bounded and harmonic in Ω ∩B1.
(b) w = 0 on ∂Ω ∩B1.
(c) By (2.24), if δ ≫

√
ε then w satisfies w ≥ −ε in Nδ and w ≥ δ/4 > 0 in (Ω \Nδ) ∩B1.

[Recall Nδ := {x ∈ B1 : dist(x, ∂Ω) < δ}.] The first inequality in (c) follows from (2.24), and to check
the last inequality in (c), note that by (2.25) and (2.26), we have

{x · e < δ − C0

√
ε} ∩ Ω ⊂ Nδ.

Thus, by (2.24), we get that for all x ∈ (Ω \Nδ) ∩B1, if δ ≫
√
ε,

w ≥ 1

2
(x · e)+ − ε ≥ 1

2
δ − 1

2
C0

√
ε− ε ≥ 1

4
δ.

Using (a)-(b)-(c), we deduce from Lemma 2.31 that w ≥ 0 in B1/2.

Since τ ∈ Sn−1 with τ · e ≥ 1/2 was arbitrary, the proposition is proved. □

Remark 2.33. The property (2.26) is of fundamental importance in the theory of free boundary
problems. It is also known as ”flatness“ of the free boundary (see also the concept of a ”Reifenberg
flat domain“). In many free boundary problems, flatness of the free boundary implies that it is smooth.
We will also observe it later, when we study the one-phase free boundary problem.

As a consequence of the previous proposition, we find:

Corollary 2.34. Let u be any solution to (2.15), and assume that 0 ∈ ∂{u > 0} is regular. Then,
there exists r0 > 0 such that the free boundary ∂{ur0 > 0} is Lipschitz in B1/2. In particular, the free
boundary of u, ∂{u > 0}, is Lipschitz in Br0/2 (with Lipschitz constant bounded by one).

Proof. This follows from the fact that for all τ ∈ Sn−1 with τ · e ≥ 1/2 (by Proposition 2.32),

∂τur0 ≥ 0 in B1/2. (2.27)

Indeed, let x0 ∈ B1/2 ∩ ∂{ur0 > 0} be any free boundary point in B1/2, and let

Θ := {τ ∈ Sn−1 : τ · e > 1/2},
Σ1 := {x ∈ B1/2 : x = x0 − tτ, with τ ∈ Θ, t > 0},

and Σ2 := {x ∈ B1/2 : x = x0 + tτ, with τ ∈ Θ, t > 0}.

We claim that {
ur0 = 0 in Σ1,

ur0 > 0 in Σ2.
(2.28)

Indeed, since ur0(x0) = 0, it follows from (2.27), and since ur0 ≥ 0 that

ur0(x0 − tτ) = 0 ∀t > 0 and τ ∈ Θ.

In particular, there cannot be any free boundary point in Σ1.

On the other hand, by the same argument, if ur0(x1) = 0 for some x1 ∈ Σ2 then we would have

ur0 = 0 in {x ∈ B1/2 : x = x1 − tτ, with τ ∈ Θ, t > 0} ∋ x0.
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In particular, x0 would not be a free boundary point. Thus, ur0(x1) > 0 for all x1 ∈ Σ2, and (2.28)
follows.

Finally, notice that (2.28) yields that the free boundary ∂{ur0 > 0} ∩ B1/2 satisfies both the interior
and exterior cone condition, and thus it is Lipschitz (with Lipschitz constant bounded by one). □

Once we know that the free boundary is Lipschitz, we may assume without loss of generality that
e = en and that

∂{ur0 > 0} ∩B1/2 = {xn = g(x′)} ∩B1/2

for a Lipschitz function g : Rn−1 → R. Here, x = (x′, xn), with x
′ ∈ Rn−1 and xn ∈ R.

Remark 2.35 (C1 regularity of the free boundary). (i) It is not difficult to show that the Lips-
chitz constant can be made as small as desired (in smaller balls) by refining the proof (scaling
argument). Basically, this amounts to showing that there is e ∈ Sn−1 such that for any δ > 0
there is rδ > 0 with

∂τu ≥ 0 in Brδ

for any τ ∈ Sn−1 such that τ · e ≥ δ.
(ii) Regularity of a free boundary point is an open property, i.e. if 0 ∈ ∂{u > 0} is regular, then

there is ρ > 0 such that any point in ∂{u > 0}∩Bρ is also regular. In fact, by Proposition 2.32
and the local C1 convergence, any blow-up u0 at y ∈ ∂{u > 0} ∩Bρ must satisfy ∂τu0 ≥ 0 in
Rn whenever τ · e ≥ 1

2 . By the classification of blow-ups from Theorem 2.23, this implies that
u0 is 1D, i.e. y is a regular point.

(iii) From (i) and (ii) one can easily deduce that the free boundary is C1 near regular points.
[We will not need this fact, since we will provide a direct proof of C1,α regularity in the next
subsection].
Indeed, by (i), making δ > 0 small, we obtain the existence of a tangent plane to the free
boundary at 0 ∈ ∂{u > 0}. By (ii), all points z ∈ Bρ have a tangent plane (and hence a
normal vector νz), and by (i),

|νz − ν0| ≤ Cδ for all z ∈ ∂{u > 0} ∩Brδ .

This implies that the free boundary is C1.

As another application of Remark 2.35(i), we get the uniqueness of blow-ups at regular points.

Lemma 2.36. Let u be a solution to (2.15) and assume that 0 ∈ ∂{u > 0} is a regular point. Then,
the blow-up limr→0 ur = u0 is unique.

Proof. By Proposition 2.22 and Corollary 2.29 there exists a subsequence rj → 0 such that urj →
u0 = 1

2(x · e)2+ for some e ∈ Sn−1. Assume that there is another subsequence r′j → 0 such that

ur′j → u′0 = 1
2(x · e′)2+ for some e′ ∈ Sn−1. Note that u′0 must be 1D by the same argument as in

Remark 2.35(ii), namely due to Proposition 2.32 and the local C1 convergence towards the blow-up
limit. Then, as soon as r′j < rδ from Remark 2.35(i), it holds

∂τur′j ≥ 0

for all τ ∈ Sn−1 with τ · e ≥ δ. In particular,

∂τu
′
0 ≥ 0.
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This implies e′ · τ ≥ 0 for any τ ∈ Sn−1 with τ · e ≥ δ. Letting δ → 0, this yields e = e′ and
therefore u0 = u′0. Since by Proposition 2.22 any subsequence rj has a subsubsequence rjk for which
urjk converges, this implies convergence of the sequence ur, as claimed. □

2.8. Lipschitz implies C1,α regularity of the free boundary. Now, we want to prove that Lip-
schitz free boundaries are C1,α. A key ingredient in the proof is the following boundary Harnack
principle.

Theorem 2.37 (Boundary Harnack principle). Let Ω be a Lipschitz domain and w1 and w2 be non-
negative functions such that for i = 1, 2,{

−∆wi = 0 in B1 ∩ Ω,

wi = 0 on B1 ∩ ∂Ω,

and for some C0 > 0

C−1
0 ≤ ∥wi∥L∞(B1/2) ≤ C0.

Then, it holds

1

C
w2 ≤ w1 ≤ Cw2 in Ω ∩B1/2. (2.29)

Moreover, ∥∥∥∥w1

w2

∥∥∥∥
C0,α(Ω∩B1/2)

≤ C (2.30)

for some α > 0. The constants α and C depend only on n, C0, and the Lipschitz constant of Ω.

We first explain how Theorem 2.37 implies the C1,α regularity of the free boundary. Later, we will
provide a proof of the boundary Harnack principle.

Remark 2.38. It is of central importance that Ω is allowed to be Lipschitz in Theorem 2.37. If
∂Ω is smooth (i.e. at least C1,α) then it follows from a barrier argument that both w1 ≍ w2 ≍ dΩ
(see Remark 1.11). However, in Lipschitz domains the result cannot be proved with a simple barrier
argument, and it is much more delicate to establish.

The boundary Harnack is a crucial tool in the study of free boundary problems!

Theorem 2.39. Let u be any solution to (2.15), and assume that 0 ∈ ∂{u > 0} is a regular point.
Then, there exists r0 > 0 such that the free boundary ∂{ur0 > 0} is C1,α in B1/4, for some small

α > 0. In particular, the free boundary of u, ∂{u > 0}, is C1,α in Br0/4.

Proof. Let Ω = {ur0 > 0}. By Corollary 2.34, if r0 > 0 is small enough then (possibly after a rotation)
we have

Ω ∩B1/2 = {xn ≥ g(x′)} ∩B1/2, ∂Ω ∩B1/2 = {xn = g(x′)} ∩B1/2,

where g is Lipschitz.

Let

w2 := ∂enur0 and w1 := ∂eiur0 + ∂enur0 , i = 1, ..., n− 1.

Since ∂τur0 ≥ 0 in B1/2 for all τ ∈ Sn−1 with τ · en ≥ 1/2 by Proposition 2.32, we have that

w1 ≥ 0 in B1/2, w2 ≥ 0 in B1/2
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The nonnegativity of w2 is obvious. To see the nonnegativity of w1, we apply Proposition 2.32 with
τ = e1+en

|e1+en| , which satisfies

e1 + en
|e1 + en|

· en =
1

|e1 + en|
= 1/

√
2 > 1/2.

Since w1 and w2 are positive harmonic functions in Ω ∩ B1/2, and vanish on ∂Ω ∩ B1/2, we can use
the boundary Harnack (see Theorem 2.37) to get for some α > 0∥∥∥∥w1

w2

∥∥∥∥
C0,α(Ω∩B1/4)

≤ C.

Since w1/w2 = 1 + ∂eiur0/∂enur0 , this yields∥∥∥∥ ∂eiur0∂enur0

∥∥∥∥
C0,α(Ω∩B1/4)

≤ C. (2.31)

We claim that this implies that the free boundary is C1,α in B1/4. Indeed, if ur0(x) = t then the
normal vector to the level set {ur0 = t} is given by

νi(x) =
∂eiur0
|∇ur0 |

=
∂eiur0/∂enur0√

1 +
∑n−1

j=1 (∂ejur0/∂enur0)
2
, i = 1, ..., n.

By (2.31), this function is a C0,α function. Taking t→ 0, we get that the free boundary is C1,α (since
the normal vector to the free boundary is a C0,α function). □

2.9. Boundary Harnack principle. The goal of this subsection is to give a proof of Theorem 2.37.

The boundary Harnack principle in Lipschitz domains has a long history. It was first established
in [Kem72]. A standard reference for its proof is [CS05], where it was also applied to free boundary
problems. In this lecture, however, we will follow a much more recent (and shorter) proof from [DSS20].

Remark. We make a few more comments on the boundary Harnack principle.

• It holds true in much rougher situations than Theorem 2.37. For instance, it holds true in
Hölder domains ∂Ω ∈ C0,α, where α ∈ (0, 1).

• The following two assumptions on the domain Ω are even sufficient for a BHP to hold:
– interior corkscrew condition: For any ξ ∈ ∂Ω and r ∈ (0, 1) there are κ > 0 and x ∈ Ω

such that Bκr(x) ⊂ Br(ξ) ∩ Ω
– Harnack chain condition: There is k ∈ N such that for any x, y ∈ Ω and balls B1, . . . , Bk

such that x ∈ B1, y ∈ Bk, Bi ∩Bi+1 ̸= ∅, such that

diam(Bi) ≍ dist(Bi, ∂Ω), k ≲ log(1 + |x− y|min{dist(x, ∂Ω),dist(y, ∂Ω)}−1).

• A nontrivial example of a domain satisfying the previous two conditions is the Koch snowflake
• The boundary Harnack principle fails in domains with ”exponential cusps“, e.g. for

Ω = {(x, y) ∈ R2 : 0 < x < 1, 0 < y < e−1/x}.

For simplicity, we assume from now on that 0 ∈ ∂Ω and that ∂Ω is a Lipschitz graph in the en direction
where the Lipschitz constant of ∂Ω is bounded by one, i.e. that

∥g∥C0,1(∂Ω) ≤ 1 where Ω ∩B1/2 = {xn > g(x′)} ∩B1/2. (2.32)

Note that in that case, the constants will be independent of Ω. It is not difficult to generalize the
proof to domains with arbitrary Lipschitz constants.
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Moreover, note that the proof of Proposition 2.43 is a little simpler if the Lipschitz constant is assumed
to be small.

We introduce the notation

Ωδ := {x ∈ Ω : d(x) := dist(x,Ωc) ≥ δ}.

[Recall the weak Harnack inequality for supersolutions (see Lemma 1.14), the local boundedness
estimate with exponent ε = 1 (see Lemma 1.15), and the Harnack inequality (see Theorem 1.16).]

First, we have to improve the local boundedness estimate from Lemma 1.15:

Lemma 2.40 (improved L∞ bound for weak subsolutions). Let u ∈ C(B1). Then, for any ε > 0

−∆u ≤ 0 in B1 =⇒ sup
B1/2

u ≤ C∥u∥Lε(B3/4),

for some C depending only on n and ε.

Proof. The result for ε = 1 was already shown in Lemma 1.15. For ε > 1, we deduce the result
immediately from Hölder’s inequality.

For ε ∈ (0, 1) and r ∈ (0, 1/2), we can proceed by Young’s inequality

sup
Br/2

u ≤ Cr−n∥u∥L1(Br) ≤ sup
Br

u1−ε

∫
Br

|u|ε dx ≤ 1

2
sup
Br

u+ C

( ∫
Br

|u|ε dx
) 1

ε

.

By a standard iteration argument (see [GG82, Lemma 1.1]), this implies

sup
B1/2

u ≤ 1

2
sup
B1/2

u+ C∥u∥Lε(B1),

which immediately implies the desired result.

Let us give a few more details on the iteration argument. We define

S(Bρ(x)) = (2ρ)n/ε∥u∥L∞(Bρ(x)), γ :=

( ∫
B1

|u|ε
)1/ε

.

Moreover, we define

Q := sup
Bρ(x0)⊂B1

S(Bρ/2(x0)), Q̃ := sup
Bρ(x0)⊂B1

S(Bρ/4(x0)).

We have already shown that

S(Bρ/4(x0)) ≤ δQ+ Cγ ∀Bρ(x0) ⊂ B1, i.e. Q̃ ≤ δQ+ Cγ.

We claim that also the following holds true:

Q ≤ cQ̃.

In that case, we could deduce the desired result, since it would yield

c−1Q ≤ Q̃ ≤ δQ+ Cγ i.e. Q ≤ c̃γ,

as desired. To prove the claim, we fix Bρ(x0) ⊂ B1 and cover Bρ/2(x0) with balls Bρ/8(zj), for
j ∈ {1, . . . , N}, and points zj ∈ Bρ/2(x0) such that Bρ/2(zj) ⊂ B1. Note that we can choose N ∈ N
depending only on the dimension. Then, it holds

S(Bρ/8(zj)) ≤ Q̃.
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By summing over j, we deduce

S(Bρ/2(x0)) ≤ c
N∑
j=1

S(Bρ/8(zj)) ≤ cQ̃.

This proves the claim and we conclude the proof. □

As a consequence, we show an L∞ bound for u in terms of its value an interior point in Ω.

Lemma 2.41 (Carleson estimate). Let u ∈ C(B1) be a nonnegative function such that{
−∆u = 0 in B1 ∩ Ω,

u = 0 on B1 \ Ω,

where Ω ⊂ Rn is a Lipschitz domain as in (2.32). Assume, moreover, that u(12en) = 1. Then,

∥u∥L∞(B1/2) ≤ C,

for some constant C depending only on n.

Note that by the assumptions on Ω, we have that en
2 ∈ Ω and d( en2 ) ≥ (2

√
2)−1. Moreover, if u does

not satisfy the assumption u(12en) = 1, then we get

∥u∥L∞(B1/2) ≤ Cu

(
1

2
en

)
.

Proof. Notice that since u ≥ 0 is harmonic whenever u > 0, and it is continuous, we have −∆u =
−∆u+ ≤ 0 in B1 in the weak sense (see the proof of Lemma 2.20, where we have shown that −u− is
superharmonic).

Moreover, since the Lipschitz constant of ∂Ω is bounded by 1, we have

Bρ

(
1

2
en

)
⊂ {∆u = 0} with ρ =

1

2
√
2
.

In particular, by Harnack’s inequality (see Theorem 1.16) we have

u ≤ Cn in B1/4

(
1

2
en

)
.

That is,

u(0, xn) ≤ Cn for xn ∈
[
1

4
,
1

2

]
.

Repeating iteratively, we get

u(0, xn) ≤ Ck
n for xn ∈

[
2−k−1, 2−k

]
,

so that

u(0, t) ≤ t−K for t ∈
(
0,

1

2

]
,

where K depends only on n.

We can repeat the same procedure at all points in B1/2 by iterating successive Harnack inequalities,
to deduce that

u ≤ d−K in B1/2.
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In particular, for ε > 0 small enough we have∫
B1/2

|u|ε ≤ C.

By Lemma 2.40, we deduce that ∥u∥L∞(B1/4) ≤ C, and the result in B1/2 follows from a covering

argument. □

We need another auxiliary lemma.

Lemma 2.42. Let δ > 0 and let Ω ⊂ Rn be a Lipschitz domain as in (2.32). Let u ∈ C(B1) satisfy{
∆u = 0 in Ω ∩B1

u = 0 on ∂Ω ∩B1
and

{
u ≥ 1 in B1 ∩ Ωδ

u ≥ −δ in B1.

Then, for all k ∈ N such that kδ ≤ 3/4, we have

u ≥ −δ(1− c0)
k in B1−kδ

for some constant c0 depending only on n.

Proof. Let u− = min{u, 0}. Notice that u− is superharmonic since −∆u− = 0 when u− < 0, and
u− ≤ 0, so we have −∆u− ≥ 0 (see the proof of Lemma 2.20). Let w = u− + δ. By assumption,

w ≥ 0, −∆w ≥ 0.

Let x0 ∈ ∂Ω∩B1−2δ. By the weak Harnack inequality (see Lemma 1.14) applied to B2δ(x0), we deduce

inf
Bδ(x0)

w ≥ cδ−n∥w∥L1(Bδ(x0)).

Since ∂Ω is Lipschitz and w ≥ δ in Ωc, we can bound

∥w∥L1(Bδ(x0)) ≥ δ|{w ≥ δ} ∩Bδ(x0)| ≥ cδn+1

for some c depending only on n. Thus,

inf
Bδ(x0)

w ≥ c0δ.

In particular, since w ≥ δ in B1 ∩ Ωδ we have w ≥ c0δ in B1−δ and therefore

u ≥ −δ(1− c0) in B1−δ.

Applying iteratively this inequality for balls of radius 1−2δ, 1−3δ, . . . , we obtain the desired result. □

The following result is a key step in the proof of the boundary Harnack inequality.

Proposition 2.43. There exists δ > 0, depending only on n, such that the following holds. Let
Ω ⊂ Rn be a Lipschitz domain as in (2.32). Assume that u ∈ C(B1) satisfies{

∆u = 0 in Ω ∩B1

u = 0 on ∂Ω ∩B1
and

{
u ≥ 1 in B1 ∩ Ωδ

u ≥ −δ in B1.

Then, u ≥ 0 in B1/2.

Note that in comparison to Lemma 2.31, where ∂Ω = ∂{ur0 > 0} is the free boundary of a (rescaled)
solution to the obstacle problem, here, we assume instead that ∂Ω is Lipschitz continuous.
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Proof. It is enough to show that, for some a > 0, we have{
u ≥ a in B1/2 ∩ Ωδ/2

u ≥ −δa in B1/2.
(2.33)

Indeed, iterating (2.33) at all scales, and at all points z ∈ ∂Ω ∩B1/2, we obtain{
u ≥ ak in B2−k(z) ∩ Ω2−kδ

u ≥ −δak in B2−k(z)

for all k ∈ N. In particular, the first inequality yields that

u(z + ten) ≥ 0 for z ∈ ∂Ω ∩B1/2, t > 0,

and therefore u ≥ 0 in B1/2.

Let us show (2.33). We start with the first inequality. Let x0 ∈ B1/2 ∩ Ωδ/2, and let us suppose that
δ/2 ≤ dist(x0,Ω

c) < δ (otherwise, we are done by assumption).

Consider the function w = u + δ, which satisfies w ≥ 0 in Ω by assumption. Notice that we can
connect the points x0 and x0 +

1
2δen with a sequence of (three) overlapping balls in Ω, and that

w(x0 +
1

2
δen) ≥ 1 + δ,

by assumption. Hence, by Harnack’s inequality (see Theorem 1.16)

w(x0) ≥
1

C
w

(
x0 +

1

2
δen

)
≥ 1

C
,

for some constant C.

In particular, by taking δ > 0 smaller than 1/(2C) =: a, we get

u(x0) ≥
1

C
− δ ≥ 1

2C
for all x0 ∈ B1/2 ∩ Ωδ/2,

which yields the first claim in (2.33).

Moreover, by Lemma 2.42, if kδ ≤ 3/4, then

u ≥ −δ(1− c0)
k in B1−kδ.

Hence, if we take k = 1/(2δ), we deduce

u ≥ −δ(1− c0)
1/(2δ) in B1/2,

and taking δ small enough such that (1− c0)
1/(2δ) ≤ 1/(2C) we are done. □

We can now give the proof of the boundary Harnack principle.

Proof of Theorem 2.37. Thanks to Lemma 2.41, up to a constant depending on C0, we may assume
w1(

1
2en) ≥ 1 and w2(

1
2en) ≥ 1. [Since ∥w1∥L∞(B1/2) ≥ C0 by assumption]. Then, let us define

v =Mw1 − εw2

for some constants M (large) and ε (small) to be chosen later.

Let δ > 0 be given by Proposition 2.43. Our goal is to apply Proposition 2.43 to v. Clearly,

−∆v = 0 in Ω ∩B1,

v = 0 on B1 ∩ ∂Ω.
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Moreover, since w2 is bounded and w1 ≥ 0 by assumption,

v ≥ −εw2 ≥ −δ in B1/2

for ε > 0 small enough.

Moreover, by the Harnack inequality (see Theorem 1.16), and since w1(en/2) ≥ 1, we can take M
large so that

Mw1 ≥ 1 + δ in B1/2 ∩ Ωδ.

That is,

v =Mw1 − εw2 ≥ 1 in B1/2 ∩ Ωδ,

for M large enough depending only on n. Thus, the hypotheses of Proposition 2.43 are satisfied, and
therefore we deduce that v ≥ 0 in B1/2.

This means that,

w2 ≤ Cw1 in B1/4

for some constant C depending only on n. The inequality in B1/2 follows by a covering argument.
Finally, reversing the roles of w1 and w2, we obtain the first claim.

To prove the second claim, let us denote

W :=
w1

w2
,

so that we have to prove Hölder regularity for W in Ω∩B1/2. Notice that, by the first claim, we know
that

1

C
≤W ≤ C in B1/2 ∩ Ω,

for some C depending only on n. We start by claiming that, for some θ > 0 and all k ∈ N, we have

oscB
2−k−1

W ≤ (1− θ)oscB
2−k

W. (2.34)

Indeed, let

ak := sup
B

2−k

W and bk := inf
B

2−k

W.

If we denote pk = 1
2k+1 en, then

either W (pk) ≥
1

2
(ak + bk) or W (pk) ≤

1

2
(ak + bk).

Suppose first that W (pk) ≥ 1
2(ak + bk), and let us define

v :=
w1 − bkw2

ak − bk
.

Notice that, by assumption, 1
2w2(pk) ≤ v(pk) ≤ w2(pk). In particular, we can apply the first claim to

the pair of functions v and w2 in the ball B2−k , to deduce that v ≥ 1
Cw2 in B2−k−1 , that is,

w1 − bkw2

ak − bk
≥ 1

C
w2 in B2−k−1 ⇐⇒ inf

B
2−k−1

W ≥ 1

C
(ak − bk) + bk.

Since supB
2−k−1

W ≤ supB
2−k

W ≤ ak, we deduce that

oscB
2−k−1

W ≤ ak −
1

C
(ak − bk)− bk =

(
1− 1

C

)
(ak − bk) = (1− θ)oscB

2−k
W,
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with θ = 1/C, as desired. If we assume instead that W (pk) ≤ 1
2(ak+ bk), then the argument is similar

taking v := (akw2 − w1)/(ak − bk) instead. Altogether, we have shown (2.34).

In particular, we have shown that, for some small α depending only on n, we have

oscBr(x0)W ≤ Crα for all r ∈ (0, 1/4) and x0 ∈ ∂Ω ∩B1/2, (2.35)

We now need to combine (2.35) with interior estimates for harmonic functions.

Indeed, letting x, y ∈ Ω ∩B1/2, we want to show that

|W (x)−W (y)| ≤ C|x− y|α, (2.36)

for some constant C depending only on n. Let 2r = dist(x, ∂Ω) = |x− x∗|, with x∗ ∈ ∂Ω.

We consider two cases:

• If |x− y| ≥ r/2, then we apply (2.35) in a ball Bρ(x
∗) with radius ρ = 2r + |x− y| to deduce

|W (x)−W (y)| ≤ oscBρ(x∗)W ≤ C(2r + |x− y|)α ≤ C ′|x− y|α.

• If |x − y| ≤ r/2, then by (2.35) we know that oscBr(x)W ≤ Crα. In particular, if we denote
c∗ :=W (x), then

∥w1 − c∗w2∥L∞(Br(x)) = ∥w2(W − c∗)∥L∞(Br(x)) ≤ Crα∥w2∥L∞(Br(x)).

Moreover, since w1 − c∗w2 is harmonic in Br(x), by Corollary 1.5 (rescaled and after Hölder
interpolation) we know that

[w1 − c∗w2]C0,α(Br/2(x))
≤ C

rα
∥w1 − c∗w2∥L∞(Br(x)) ≤ C∥w2∥L∞(Br(x)).

Hence, using that w1(x)− c∗w2(x) = 0, we get

|W (y)−W (x)| =
∣∣∣∣w1(y)− c∗w2(y)

w2(y)

∣∣∣∣ ≤ C|x− y|α
∥w2∥L∞(Br(x))

w2(y)
.

Finally, by Harnack’s inequality (see Theorem 1.16) applied to w2 in B2r(x),

∥w2∥L∞(Br(x)) ≤ Cw2(y)

for some C depending only on n.

With these two cases, we have shown (2.36). This proves the result. □

2.10. Higher regularity of the free boundary. Summary: So far we have proved

{u = 0} has positive
density at the origin

=⇒ any blow-up is
u0 =

1
2(x · e)2+

=⇒ free boundary
is Lipschitz near 0

=⇒ free boundary
is C1,α near 0

As a last step, we prove that C1,α free boundaries are actually C∞.

Theorem 2.44 (Smoothness of the free boundary near regular points). Let u be any solution to
(2.15), and assume that 0 ∈ ∂{u > 0} is a regular free boundary point. Then, the free boundary
∂{u > 0} is C∞ in a neighborhood of the origin.

For this, we need the following result.
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Theorem 2.45 (Higher order boundary Harnack). Let Ω ⊂ Rn be any Ck,α domain, with k ≥ 1 and
α ∈ (0, 1). Let w1, w2 be two solutions of{

−∆wi = 0 in B1 ∩ Ω,

wi = 0 on ∂Ω ∩B1,

with w2 > 0 in Ω. Assume that

C−1
0 ≤ ∥wi∥L∞(B1/2) ≤ C0.

Then, ∥∥∥∥w1

w2

∥∥∥∥
Ck,α(Ω∩B1/2)

≤ C,

where C depends only on n, k, α,C0, and Ω.

Important comment: Contrary to Theorem 2.37, the proof of Theorem 2.45 is a perturbative argument,
in the spirit of (but much more delicate than) the Schauder estimates from Chapter 3. We will not
prove the higher order boundary Harnack here; we refer to [DSS15b] for the proof of such a result.

Proof of Theorem 2.44. Let ur0(x) = r−2
0 u(r0x). By Theorem 2.39 and Proposition 2.32, we know

that if r0 > 0 is small enough then the free boundary ∂{ur0 > 0} is C1,α in B1, and (possibly after a
rotation)

∂enur0 > 0 in {ur0 > 0} ∩B1.

Thus, using the higher order boundary Harnack (see Theorem 2.45) with w1 = ∂eiur0 and w2 = ∂enur0 ,
we find ∥∥∥∥ ∂eiur0∂enur0

∥∥∥∥
C1,α(Ω∩B1/2)

≤ C.

Actually, by a simple covering argument,∥∥∥∥ ∂eiur0∂enur0

∥∥∥∥
C1,α(Ω∩B1−δ)

≤ Cδ (2.37)

for any δ > 0.

Now, as in the proof of Theorem 2.39, we notice that if ur0(x) = t then the normal vector to the level
set {ur0 = t} is given by

νi(x) =
∂eiur0
|∇ur0 |

=
∂eiur0/∂enur0√

1 +
∑n

j=1(∂ejur0/∂enur0)
2
, i = 1, ..., n.

By (2.37), this is a C1,α function in B1−δ for any δ > 0. Hence, taking t → 0 we see that the normal
vector to the free boundary is C1,α inside B1. Hence, the free boundary is actually C2,α.

Repeating now the same argument, and using that the free boundary is C2,α in B1−δ for any δ > 0,
we find ∥∥∥∥ ∂eiur0∂enur0

∥∥∥∥
C2,α(Ω∩B1−δ′ )

≤ Cδ′ ,

which yields that the normal vector is C2,α and thus the free boundary is C3,α.
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Iterating this argument, we find that the free boundary ∂{ur0 > 0} is C∞ inside B1, and hence
∂{u > 0} is C∞ in a neighborhood of the origin. □

Remark 2.46. Note that near any regular point, u is actually C∞ up to the free boundary. This
follows from the boundary regularity of solutions to the Dirichlet problem in smooth domains (see for
instance [Eva10]).

Remark 2.47. There are other ways to prove the C∞ regularity of the free boundary near regular
points. Moreover, it turns out that the free boundary is actually analytic near regular points. This
can be proved for instance by applying a so-called partial hodograph-Legendre transformation. This
idea goes back to Kinderlehrer-Nirenberg (see [KN77]) and is nicely explained for instance in [PSU12,
Chapter 6.4.2].

This completes the study of regular free boundary points. It remains to understand what happens at
points where the contact set has density zero. This is the content of the next section.

2.11. Uniqueness of blow-ups at singular points. We finally study the behavior of the free
boundary at singular points.

Definition 2.48. Let u be any solution to (2.15) satisfying for some x0 ∈ B1/2 ∩ ∂{u > 0}

lim
r→0

|{u = 0} ∩Br(x0)|
|Br(x0)|

= 0 (2.38)

(i.e., the contact set has zero density at x0). Then, x0 is called a singular free boundary point. We
denote by Σ ⊂ ∂{u > 0} the set of all singular points.

The following result is basically a combination of Caffarelli’s classification of blow-ups (see Theo-
rem 2.23) and the results of the previous subsections.

Proposition 2.49. Let u be any solution to (2.15) and 0 ∈ ∂{u > 0}. Then, we have the following
dichotomy:

(a) Either (2.21) holds (i.e. 0 is a regular point) and the blow-up of u at 0 is unique and of the
form

u0(x) =
1

2
(x · e)2+,

for some e ∈ Sn−1.
(b) Or (2.38) holds (i.e. 0 is a singular point) and all blow-ups of u at 0 are of the form

u0(x) =
1

2
xTAx,

for some matrix A ≥ 0 with trA = 1.

To show Proposition 2.49 remains to prove that the blow-up near singular points cannot also be of
type (a).

Proof. By the classification of blow-ups (see Theorem 2.23), the possible blow-ups can only have one
of the two forms presented. If (2.21) holds, then by Corollary 2.29, there is at least one blow-up of
the form u0(x) =

1
2(x · e)2+. Then, u0 is unique by Lemma 2.36.
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Alternatively, let us assume that (2.38) holds. Let u0 be a blow-up of u at 0, i.e., urk → u0 in C
1
loc(Rn)

along a sequence rk → 0, where ur(x) = r−2u(rx). Notice that the functions ur solve ∆ur = χ{ur>0}
in B1 in the weak sense, i.e.∫

B1

∇ur · ∇η dx = −
∫
B1

χ{ur>0}η dx for all η ∈ C∞
c (B1). (2.39)

Moreover, by assumption (2.38), we have |{ur = 0} ∩B1| → 0. Thus taking limits rk → 0 in (2.39),∫
B1

∇u0 · ∇η dx = −
∫
B1

η dx for all η ∈ C∞
c (B1),

i.e. ∆u0 = 1 in B1. By the classification of blow-ups, this implies that u0(x) =
1
2x

TAx, as desired. □

In the previous section we proved that the free boundary is C∞ in a neighborhood of any regular
point. A natural question then is to understand better the solution u near singular points. The main
question is to determine the size of the singular set! The key to proving this is the uniqueness of
blow-ups [uniqueness will provide us with expansions].

Theorem 2.50 (Uniqueness of blow-ups at singular points). Let u be any solution to (2.15). Let
0 ∈ ∂{u > 0} be a singular free boundary point. Then, there exists a homogeneous quadratic polynomial
p(x) = 1

2x
TAx, with A ≥ 0 and ∆p = 1, such that

ur → p in C1
loc(Rn).

In particular, the blow-up of u at 0 is unique.

To prove this, we need the following result on Weiss’ monotonicity formula, and we will also introduce
another monotonicity formula due to Monneau.

Recall Wu(r) as in Theorem 2.18, i.e.

Wu(r) =
1

rn+2

∫
Br

(
1

2
|∇u|2 + u

)
− 1

rn+3

∫
∂Br

u2.

Lemma 2.51. Let u be any solution to (2.15) with 0 ∈ ∂{u > 0}. Then, any blow-up u0 of u at 0
satisfies for any r > 0

Wu0(r) =Wu0(1) =

{
αn
2 if u0 =

1
2(x · e)2+,

αn if u0 =
1
2x

TAx,

where

αn =
ωn

4n(n+ 2)
.

Proof. First, note that Wu0(r) =Wu0(1) due to (2.19), namely for any r > 0,

Wu0(r) = lim
rj→0

Wurj
(r) = lim

rj→0
Wu(rrj) =Wu(0+).

Then, we compute using that ∆u0 = 1 in {u0 > 0} and that by the 2-homogeneity of u0 (see
Proposition 2.22), ∂ru0 = 2u0 (radial derivative),

Wu0(1) =

∫
B1

(
1

2
|∇u0|2 + u

)
−
∫
∂B1

u20

=

∫
B1

(
−1

2
∆u0 + 1

)
u0 dx+

1

2

∫
∂B1

∂ru0u0 dx−
∫
∂B1

u20
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=
1

2

∫
B1

u0 dx.

Next, we compute for u0 =
1
2(x · e)2+,

Wu0(1) =
1

4

∫
B1

(x · e)2+ dx =
1

8

∫
B1

x2n dx =
αn

2
,

and for u0(x) = xTAx,

Wu0(1) =
1

2

∫
B1

xTAx dx = αnTr(A) = αn.

□

Theorem 2.52 (Monneau’s monotonicity formula). Let u be any solution to (2.15), and assume that
0 ∈ ∂{u > 0} is a singular free boundary point. Let q be any homogeneous quadratic polynomial with
q ≥ 0, q(0) = 0, and ∆q = 1. Then, the quantity

Mu,q(r) :=
1

rn+3

∫
∂Br

(u− q)2

is monotone in r, that is, d
drMu,q(r) ≥ 0.

Proof. A direct computation yields

d

dr
Mu,q(r) =

d

dr

(
1

rn+3

∫
∂Br

(u− q)2
)

=
d

dr

(∫
∂B1

(u− q)2(ry)

r4

)
=

∫
∂B1

2(u− q)(ry)(ry · ∇(u− q)(ry)− 2(u− q)(ry))

r5

=
2

rn+4

∫
∂Br

(u− q){x · ∇(u− q)− 2(u− q)}.

On the other hand, recall that Wu(r) is monotone increasing in r > 0, and that by Lemma 2.51,

Wu(0+) =Wq(r) = αn.

Hence,

0 ≤Wu(r)−Wu(0+)

=Wu(r)−Wq(r)

=
1

rn+2

∫
Br

(
1

2
|∇(u− q)|2 +∇(u− q) · ∇q + (u− q)

)
− 1

rn+3

∫
∂Br

((u− q)2 + 2(u− q)q)

=
1

rn+2

∫
Br

1

2
|∇(u− q)|2 − 1

rn+3

∫
∂Br

(u− q)2 +
1

rn+3

∫
∂Br

(u− q)(x · ∇q − 2q)

=
1

rn+2

∫
Br

1

2
|∇(u− q)|2 − 1

rn+3

∫
∂Br

(u− q)2

=
1

2rn+2

∫
Br

(−(u− q)∆(u− q)) +
1

2rn+3

∫
∂Br

(u− q)(x · ∇(u− q)− 2(u− q)).
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Altogether, we have

d

dr
Mu,q(r) ≥

2

rn+3

∫
Br

(u− q)∆(u− q).

But since ∆u = ∆q = 1 in {u > 0}, and (u− q)∆(u− q) = q ≥ 0 in {u = 0}, we have

d

dr
Mu,q(r) ≥

2

rn+3

∫
Br∩{u=0}

q ≥ 0.

□

Proof of Theorem 2.50. By Proposition 2.49 and Proposition 2.22, we know that at any singular point
we have a subsequence rj → 0 along which urj → p in C1

loc(Rn), where p is a 2-homogeneous quadratic
polynomial satisfying p(0) = 0, p ≥ 0, and ∆p = 1.

By Monneau’s monotonicity formula with such polynomial p, we find

Mu,p(r) :=
1

rn+3

∫
∂Br

(u− p)2

is monotone increasing in r > 0. In particular, the limit limr→0Mu,p(r) :=Mu,p(0+) exists.

Now, recall that we have a sequence rj → 0 along which urj → p. In particular, if 0 ∈ Σ,

r−2
j {u(rjx)− p(rjx)} → 0 loc. unif. in Rn i.e.

1

r2j
∥u− p∥L∞(Brj )

→ 0

as rj → 0. This yields

Mu,p(rj) ≤
1

rn+3
j

∫
∂Brj

∥u− p∥2L∞(Brj )
→ 0

along the subsequence rj → 0, and therefore Mu,p(0+) = 0.

Let us show that this implies the uniqueness of blow-ups.

Indeed, if there was another subsequence rℓ → 0 along which urℓ → q in C1
loc(Rn), for a 2-homogeneous

quadratic polynomial q, then we would repeat the argument above to find that Mu,q(0+) = 0.

But then, by homogeneity of p and q,∫
∂B1

(p− q)2 =
1

rn+3

∫
∂Br

(p− q)2 ≤ 2Mu,p(r) + 2Mu,q(r) → 0,

This means that p = q, and thus the blow-up of u at 0 is unique. □

Summarizing, we have proved the following result:

Theorem 2.53. Let u be any solution to (2.15). Then, we have the following dichotomy:

(a) Either the blow-up of u at 0 is of the form

u0(x) =
1

2
(x · e)2+ for some e ∈ Sn−1,

and the free boundary is C∞ in a neighborhood of the origin.
(b) Or there is a homogeneous quadratic polynomial p, with p(0) = 0, p ≥ 0, ∆p = 1, such that

u0(x) = p(x).
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In particular, when this happens we have

lim
r→0

|{u = 0} ∩Br|
|Br|

= 0,

2.12. The size of the singular set. The last question that remains to be answered is: How large
can the set of singular points be?

To prove it, we establish expansions of u at singular points. This is similar to what we did for regular
points (recall Proposition 2.30, where we proved that for any ε > 0, there is r0 > 0 such that

|ur0(x)−
1

2
(x · e)2+| ≤ ε in B1,

or equivalently

|u(x)− 1

2
(x · e)2+| ≤ εr20 in Br0 .

We need the following lemma, which mainly follows from the uniqueness of blow-ups and uses again
Monneau’s formula.

Lemma 2.54. Let u be any solution to (2.15). Let us denote by Σ ⊂ ∂{u > 0} the set of singular free
boundary points, and denote for x0 ∈ Σ the blow-up by px0 = 1

2x
TAx0x. Then, for any ε > 0 there is

r > 0 such that whenever |x− x0| ≤ r, then

|u(x)− px0(x− x0)| ≤ ε|x− x0|2, |∇u(x)−∇px0(x− x0)| ≤ ε|x− x0|. (2.40)

Here, r > 0 is independent of x0 and only depends on ∥u∥C1,1 and n.
Moreover, the map Σ ∋ x0 7→ Ax0 is continuous.

Remark 2.55. • The expansion in (2.40) implies that u ∈ C2(x0) (i.e. C
2 at the point x0)!

• Another way to think about (2.40) would be

|u(x)− px0(x− x0)| = o(|x− x0|2), |∇u(x)−∇px0(x− x0)| = o(|x− x0|),

where the modulus o(|x− x0|2) is independent of x0! (This is crucial!)

Proof. We will not prove the statement in (2.40) in full detail. Here, we will only show (2.40) with
r > 0 depending on x0, because the proof is much simpler. Indeed, let x0 = 0 ∈ Σ and assume by
contradiction that there is a subsequence rk → 0 along which

r−2
k ∥u− p∥L∞(Brk

) ≥ c1 > 0.

Then, there would be a subsequence of rki along which urki → u0 in C1
loc(Rn), for a certain blow-up

u0 satisfying ∥u0 − p∥L∞(B1) ≥ c1 > 0. However, by uniqueness of blow-ups it must be u0 = p, and
hence we reach a contradiction.

The proof of the second part of (2.40) is analogous.

Note: It requires a lot more work to prove that the expansions in (2.40) are independent of x0. In
that case, we assume by contradiction that there is a ε > 0 and sequences rj → 0 and solutions uj to
(2.15) with ∥uj∥C1,1 ≤ 1, and 0 ∈ Σ for all j such that for any 2-homogeneous quadratic polynomial
p with p ≥ 0, p(0) = 0 and ∆p = 1, we have

∥uj − p∥L∞(Brj )
≥ εr2j > 0. (2.41)
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Consider now the sequence

vj(x) =
uj(rjx)

r2j
.

By assumption, (vj) is uniformly bounded in C1,1, and hence, by Arzelà-Ascoli’s theorem, there exists
v0 ∈ C1,1(Rn) such that vj → v0 locally in C1(Rn) (up to extracting a further subsequence) and v0
solves ∆v0 = χ{v0>0}.

Once we prove that v0 = 1
2x

TAx for some matrix A ≥ 0 with trA = 1, i.e. that 0 is a singular point
for v0, then we immediately obtain a contradiction to vj → v0 from (2.41) by taking p = v0.

To show it, one can prove that

|{vj > 0} ∩Br|
|Br|

→ 0

uniformly in j by establishing Lipschitz estimates of the free boundary near regular points that only
depend on the C1,1 norm of the solution (see [PSU12, Lemma 7.2]).

Finally, let us prove continuity of x0 7→ Ax0 .

Let (xk) ⊂ Σ with xk → 0 ∈ Σ. Then, let pk and p0 be the blow-ups at xk and 0, respectively. First,
by the convergence ur → p0 as r → 0, for any ε > 0 there is rε > 0 such that∫

∂B1

(urε − p0)
2 ≤ ε. (2.42)

Next, by the convergence ur,xk
→ pk and Theorem 2.52, it holds for any k ∈ N,∫

∂B1

(pk − p0)
2 = lim

r→0

∫
∂B1

(ur,xk
− p0)

2

= lim
r→0

1

rn+3

∫
∂Br

(u(xk + rx)− p0(x))
2

≤ 1

rn+3
ε

∫
∂Brε

(u(xk + rεx)− p0(x))
2

=

∫
∂B1

(r−2
ε u(xk + rεx)− p0(x))

2.

Hence, taking the limit k → ∞, we deduce from (2.42)

lim sup
k→∞

∫
∂B1

(pk − p0)
2 ≤ lim sup

k→∞

∫
∂B1

(r−2
ε u(xk + rεx)− p0(x))

2

=

∫
∂B1

(urε − p0)
2 ≤ ε.

This yields the continuity of the map x0 7→ px0 in L2(B1) at 0 (due to the 2-homogeneity of px0 , and
implies the desired result, using again that the px0 are homogeneous polynomials. In particular, the
map x0 7→ Ax0 is uniformly continuous on compacts. □

We are now in a position to state a major result on the size of the singular set (due to [Caf98]):

Theorem 2.56. Let u be any solution to (2.15). Let Σ ⊂ B1 be the set of singular points. Then,
Σ ∩B1/2 is locally contained in a C1 manifold of dimension n− 1.

Remark 2.57. • One can construct examples in which the singular set is (n− 1)-dimensional.
This means that the singular set can be of the same dimension as the regular set!
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• Singular points appear in all dimensions n ≥ 2 (see [Sch75, Sch77]).

We will prove a much finer result in this section.

Note that blow-ups might look very different, depending on the dimension of the set {px0 = 0}.
This motivates the following definition:

Definition 2.58. Given any singular point x0, let px0 be the blow-up of u at x0 (a quadratic poly-
nomial). Let k ∈ {0, ..., n − 1} be the dimension of the set {px0 = 0} (a proper k-dimensional linear
subspace of Rn. We define

Σk := {x0 ∈ Σ : dim({px0 = 0}) = k}.
Clearly, Σ = ∪n−1

k=0Σk. This is called stratification of the singular set.

The following result gives a more precise description of the singular set.

Theorem 2.59. Let u be any solution to (2.15). Then, Σk is locally contained in a C1 manifold of
dimension k.

Rough heuristic idea: Assume for simplicity that n = 2, so that Σ = Σ1 ∪ Σ0.

• Let x0 ∈ Σ0. Then, by uniqueness of blow-ups we have the expansion

u(x) = px0(x− x0) + o(|x− x0|2)
• By definition of Σ0, we have px0 > 0 in Rn \ {0}, and thus by homogeneity px0(x − x0) ≥
c|x− x0|2, with c > 0.

• Hence, by the expansion, u must be positive in a neighborhood of x0. In particular, all points
in Σ0 are isolated.

• If x0 ∈ Σ1. Then, by definition of Σ1 the blow-up must necessarily be of the form px0(x) =
1
2(x · ex0)

2, for some ex0 ∈ Sn−1.
• Hence, by the expansion, u is positive in a region of the form

{x ∈ Bρ(x0) : |(x− x0) · ex0 | > ω(|x− x0|)},
where ω is a certain modulus of continuity, and ρ > 0 is small.
Hence, the set Σ1 has a tangent plane at x0.

• Now, repeat this at other points x̃0 ∈ Σ1 and prove that if x̃0 is close to x0 then ex̃0 must be
close to ex0 . This implies that Σ1 is contained in a C1 curve.

For the rigorous proof, we require Whitney’s extension theorem (see [Whi34] and [PSU12, Lemma
7.10]):

Lemma 2.60 (Whitney’s extension theorem). Let E ⊂ Rn be compact, and f : E → Rn. Assume
that for any x0 ∈ E, there is a polynomial px0 of degree m such that

• qx0(x0) = f(x0),
• |Dkqx0(x1)−Dkqx1(x1)| = o(|x0 − x1|m−k) for any x0, x1 ∈ E and k ∈ {0, . . . ,m},

where o(r) → 0 as r → 0 (uniformly in x0, x1 ∈ E). Then, f extends to a Cm function on Rn with

f(x) = qx0(x) + o(|x− x0|m) ∀x0 ∈ E.

Proof of Theorem 2.59. We set E = Σ ∩ B1. E is compact since Σ is closed. We claim that the
polynomials (qx0)x0∈Σ defined as qx0(x) = px0(x − x0) satisfy the assumptions of Lemma 2.60 with
f = 0 and m = 2.
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Let us first explain how Lemma 2.60 implies the desired result. By Lemma 2.60, there is f ∈ C2(B1)
such that f ≡ 0 in Σ ∩B1, and

f(x) = qx0(x) + o(|x− x0|2) ∀x0 ∈ Σ ∩B1.

This means

f(x0) = ∇f(x0) = 0, D2f(x0) = Ax0 .

Moreover, for x0 ∈ Σk, we can arrange the coordinate vectors so that e1, . . . , en−k are the eigenvalues
of Ax0 , i.e.

detD2
(x1,...,xn−k)

f(x0) ̸= 0.

Since f ∈ C2(B1), by the implicit function theorem,

n−k⋂
i=1

{∂if = 0}

is a k-dimensional C1 manifold in a neighborhood of x0. Indeed, we can apply the implicit function
theorem to Φ : Rn 7→ Rn−k with Φ(x) = (∂1f(x), . . . , ∂n−kf(x)) which satisfies Φ(x0) = 0, DΦ(x0) is
invertible and Φ ∈ C1 by construction, to see that {Φ = 0} can be written as a graph expressing the
first n− k variables in terms of the remaining k variables locally near x0, i.e. it is a k-dimensional C1

manifold.

Since

Σ ∩B1 ⊂ {∇f = 0} =
n⋂

i=1

{∂if = 0},

this yields the desired result.

Hence, it remains to verify the assumptions of Whitney’s extension theorem (see Lemma 2.60). Clearly,
qx0(x0) = px0(0) = 0 = f(x0) for any x0 ∈ Σ. Hence, it remains to show for any x0, x1 ∈ Σ ∩B1

|Dkqx0(x1)−Dkqx1(x1)| = o(|x0 − x1|2−k), ∀k ∈ {0, 1, 2}.
By Lemma 2.54, and using that qx1(x1) = Dqx1(x1) = 0 we get for k = 0, 1

|qx0(x1)− qx1(x1)| = qx0(x1) = u(x1) + o(|x1 − x0|2) = o(|x1 − x0|2),
|Dqx0(x1)−Dqx1(x1)| = |Dqx0(x1)| = |Du(x1)|+ o(|x1 − x0|) = o(|x1 − x0|).

Moreover, since D2px0 = D2qx0 = Ax0 , the condition for k = 2 is equivalent to continuity of the map
x0 7→ Ax0 , which also follows from Lemma 2.54. The proof is complete. □

2.13. Further results on singular points. So far, we have proved that the singular set Σ = ∪n−1
k=0Σk

can be stratified and that the Σk are contained in a k-dimensional C1 manifold.

Question: Is this the best we can do?

The dimension (n− 1) of the singular set is optimal.

Natural further questions are the following:

(1) Can we improve the order of the expansion to

u(x) = p2(x) + o(|x|2+α)?

(2) Is the singular set (or some stratum Σk) contained in a C1,α manifold? (This would follow
from (1) by Whitney’s extension theorem)
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(3) How often do singular points occur (generic regularity)?

2.13.1. More recent results on the size of the set of singular points.

• Weiss (1999) [Wei99a]: In n = 2, one has expansion of order 1 +α, i.e. Σ1 lies in a C1,α curve
• Colombo, Spolaor, Velichkov (2018) [CSV18]: If n ≥ 3, one has

∥u− p∥L∞(Br) ≤ Cr2| log r|−ε,

i.e. Σm lies in a C1,logε m-dimensional manifold
• Figalli, Serra (2019) [FS19]: If n = 2, one has expansions of order α = 1, i.e. Σ1 lies in a C2

curve
• Figalli, Serra (2019) [FS19]: If n ≥ 3, one can write Σn−1 = Σg

n−1 ∪ Σa
n−1, where Σg

n−1 is in a

C1,1 n−1-dimensional manifold and Σa
n−1 satisfies dimH(Σa

n−1) ≤ n−3, and Σn−1 lies in a C1,α

n− 1-dimensional manifold. Here, g and a stand for ”good“ and ”anomalous“, respectively.
• Figalli, Serra (2019) [FS19]: If n ≥ 3, one can write Σk = Σg

k ∪ Σa
k for any k = 1, . . . , n − 2

(note that Σ0 consists of isolated points, i.e. analytic), where Σg
k is in a C1,1 k-dimensional

manifold and Σa
k satisfies dimH(Σa

k) ≤ k − 1, and Σm lies in a C1,logε k-dimensional manifold.
• Franceschini, Zaton (2025) [FZ25b]: There is a closed set Σ∞ ⊂ Σ such that dimH(Σ \Σ∞) ≤
n− 2 and Σ∞ is contained in a C∞ n− 1-dimensional manifold.

2.13.2. Generic regularity. It is very natural to understand whether singularities appear often, or if
instead most solutions have no singularities. In the context of the obstacle problem, the key question
is to understand the generic regularity of free boundaries.

Conjecture (Schaeffer, 1974). Generically, the weak solution of the obstacle problem is also a strong
solution, in the sense that the free boundary is a C∞ manifold.

In other words, the conjecture states that, generically, the free boundary has no singular points.

• Monneau (2003) [Mon03]: The conjecture holds in R2,
• Figalli, Serra, Ros-Oton (2020) [FROS20]: The conjecture holds in R3 and R4 and in Rk, for
k ≥ 5, generically dimH(Σ) < n− 4

It remains an open problem to decide whether or not Schaeffer’s conjecture holds in dimensions n ≥ 5
or not.

3. The Alt-Caffarelli problem

We have seen that the obstacle problem can be written as an unconstrained minimization problem as
follows:

minimize

∫
Ω

1

2
|∇u|2 + u+ dx,

This minimization problem contains a non-smooth term u+ in the functional. The Euler-Lagrange
equation for this functional is then

∆u = fχ{u>0} in Ω.

One can consider more general minimization problems with non-smooth terms of the following form

minimize

∫
Ω

1

2
|∇u|2 + (u+)γ dx,
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for some γ ∈ (−2,∞). They are also known as the Alt-Phillips problems (see [AP86]). The behavior
of minimizers differs widely, depending on the value of γ.

• For γ = 1, we recover the obstacle problem.
• As γ → −2, the functional converges to the perimeter functional and minimzers converge to
minimal surfaces (see [DSS23]).

• For γ ≥ 2, minimizers do not exhibit free boundaries.
Indeed, in that case the Euler-Lagrange equation is of the form ∆u = γuγ−1 in all of Ω. By a
semilinear version of the strong maximum principle (see [V8́4]), if ∆u = F ′(u) in B1, where F

is such that
∫ 1
0 F (s)

− 1
2 ds = +∞, then if u ≥ 0 and u(0) = 0, it must be u ≡ 0.

In this chapter, we will deal with the special case γ = 0, which is known as the Alt-Caffarelli problem
(also known as “one-phase problem”). Its rigorous mathematical study goes back to [AC81]. There
are many different ways to motivate the study of this problem. For instance, there are close relations
to certain questions in

• fluid equations
• capillarity problems
• shape optimization problems
• optimal eigenvalue
• optimal partition problems
• harmonic measure

A very natural way to motivate the one-phase problem goes as follows:

• Consider a smooth domain Ω ⊂ Rn and a solution u to
−∆u = 1 in Ω,

u = 0 on ∂Ω,

|∇u| = 1 on ∂Ω.

This problem is known as ”Serrin’s problem“. It is well-known that there only exists a solution
to this problem if Ω is a ball (see [Ser71]). (Very recently, it was shown that this result holds
true in Lipschitz (and even more general domains) [FZ25a].) The reason for this phenomenon
is that the problem is overdetermined. As we have seen, there already exists a unique solution
to the Dirichlet problem −∆u = 1 in Ω with u = 0 on ∂Ω. In general, this solution does not
satisfy |∇u| = −∂νu = 1.

• A more general question in this setting is the following: Consider a domain Ω ⊂ Rn and a
solution u to 

−∆u = 0 in Ω ∩B1,

u = 0 on ∂Ω ∩B1,

|∇u| = Q on ∂Ω ∩B1,

where Q = 1 (or more generally, 0 ≤ Q ∈ C∞), what can we say about ∂Ω ∩B1/2? Note that
also this problem is overdetermined, but now we are asking about local properties of ∂Ω!

• A natural question to ask would be

Q ∈ Ck,α ⇒ ∂Ω ∈ Ck+1,α ?
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This question is equivalent to asking whether the harmonic measure being Ck,α implies that
∂Ω ∈ Ck+1,α. [Note that the reverse question, namely whether ∂Ω ∈ Ck+1,α implies that the
harmonic measure is Ck,α is a standard consequence of Schauder theory (see [Eva10])].

• It is already a non-trivial question to prove the existence of solutions to the previous problem.
It turns out (we will prove it later), that solutions arise from minimizing the following energy
functional:

u 7→
∫
B1

|∇u|2 +Q2(x)1{u>0} dx.

For Q ≡ 1, this problem becomes exactly the Alt-Caffarelli problem and Ω = {u > 0}!

3.1. Basic properties of minimizers.

Proposition 3.1. Let Λ > 0, Ω ⊂ Rn be a bounded open set and g ∈ H1(Ω) be such that g ≥ 0 in Ω
and define

C := {w ∈ H1(Ω) : w − g ∈ H1
0 (Ω)}.

Then, there exists a minimizer of

F(u) := FΛ(u) := FΛ(u,Ω) :=

∫
Ω
|∇u|2 + Λ|{u > 0} ∩ Ω| among all v ∈ C. (3.1)

Moreover, any minimizer u satisfies u ≥ 0 in Ω.

Proof. For any v ∈ H1(Ω) it holds

∇(max{u, 0}) = 1{u>0}∇u.
Hence,

FΛ(u,Ω) = FΛ(max{u, 0},Ω) +
∫
{u<0}∩Ω

|∇u|2 ≥ FΛ(max{u, 0},Ω), (3.2)

which implies that any minimizer must be nonnegative in Ω.

Let uk ∈ H1(Ω) be a minimizing sequence such that uk − g ∈ H1
0 (Ω) and

FΛ(uk,Ω) ≤ FΛ(g,Ω) for every k ≥ 1.

By (3.2), we may assume that, for every k ∈ N, uk ≥ 0 on Ω.

For simplicity, we assume that n > 2 (the case n = 2 is analogous) and we set 2∗ = 2n
n−2 .

Then, we have by the Sobolev embedding

∥uk − g∥2
L2∗ (Ω)

≤ C

∫
Ω
|∇(uk − g)|2dx

≤ 2C

(∫
Ω
|∇uk|2dx+

∫
Ω
|∇g|2dx

)
≤ 2C(FΛ(uk,Ω) + FΛ(g,Ω))

≤ 4CFΛ(g,Ω).

Now, we estimate, [using that if uk ̸= g, then uk > 0 or g > 0 for the second estimate]

∥uk − g∥2L2(Ω) ≤ |{uk − g ̸= 0} ∩ Ω|
2
n ∥uk − g∥2

L2∗ (Ω)

≤ (|{uk > 0} ∩ Ω|+ |{g > 0} ∩ Ω|)
2
n 4CFΛ(g,Ω)
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≤ 8CΛ−2/nFΛ(g,Ω)
2+n
n ,

which implies that the sequence uk is uniformly bounded in H1(Ω).

Then, up to a subsequence, uk converges weakly in H1(Ω) and strongly in L2(Ω) to a function u ∈
H1(Ω).

Now, the semi-continuity of the H1 norm (with respect to the weak H1 convergence) gives∫
Ω
|∇u|2dx ≤ lim inf

k→∞

∫
Ω
|∇uk|2dx.

On the other hand, passing again to a subsequence, we get that uk → u pointwise a.e. This implies

1{u>0} ≤ lim inf
k→∞

1{uk>0},

and so,

|{u > 0} ∩ Ω| ≤ lim inf
k→∞

|{uk > 0} ∩ Ω|,

which finally gives that

FΛ(u,Ω) ≤ lim inf
k→∞

FΛ(uk,Ω),

and so, u is a solution to (3.1). □

Remark 3.2. Note that the functional FΛ is not convex, i.e. for ut(x) = (1− t)u1(x)+ tu2(x) it holds
1{ut>0} ̸≤ (1− t)1{u1>0} + t1{u2>0}.

Therefore, minimizers are in general not unique! For instance, consider Ω = (−2, 2), Λ = 1 and
minimize FΛ(u,Ω) among functions u ∈ H1(Ω) with u(−2) = u(2) = 1. Define

u1(x) = 1, u2(x) = max(0, 1− |x+ 2|) + max(0, 1− |x− 2|).
Then, it holds

FΛ(u1,Ω) =

∫ 2

−2
1{u1>0} = 4, FΛ(u2,Ω) =

∫ −1

−2
1 + 1 +

∫ 2

1
1 + 1 = 4.

One can show (by using the Euler Lagrange equation (see Proposition 3.4)) that there is no u ∈
H1((−2, 2)) with u(−2) = u(2) = 1 with FΛ(u; Ω) < 4. Hence, u1, u2 are both minimizers.

We introduce the concept of local minimizers. This allows us to consider the problem without explicitly
prescribing boundary data.

Definition 3.3 (Local minimizers). Let Ω ⊂ Rn. We say that u : Ω → R is a local minimizer of FΛ

in Ω, if u ∈ H1
loc(Ω), u ≥ 0, and for any bounded open set B ⋐ Ω, we have

FΛ(u,B) ≤ FΛ(v,B) for every v ∈ H1
loc(Ω) such that u− v ∈ H1

0 (B).

If Ω is bounded and smooth, we can equivalently take B = Ω in the above definition.

The goal of this subsection is to prove the following basic properties of (local) minimizers

Proposition 3.4. Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of FΛ in Ω. Then,

(i) u ≥ 0 a.e. in Ω.
(ii) u is weakly subharmonic, i.e. −∆u ≤ 0, in Ω.
(iii) If u is continuous, then u ∈ L∞

loc(Ω).
(iv) If u is continuous, then −∆u = 0 in Ω ∩ {u > 0}.
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Remark 3.5. • We will prove that any minimizer is continuous in the next subsection.
• Proposition 3.4(ii) yields that the distributional Laplacian

∆u(ϕ) = −
∫
Ω
∇u · ∇ϕ ∀ϕ ∈ C1

c (Ω) (3.3)

is representable as a positive Borel measure, namely given an open set A ⊂ Ω, one defines

∆u(A) :=

∫
A
∆u dx := sup

{
∆u(ϕ) : ϕ ∈ C1

c (Ω), 0 ≤ ϕ ≤ 1, supp(ϕ) ⊂ A
}
.

In fact, since (3.3) is defined for any ϕ ∈ C1
c (Ω), by density of C1

c (Ω) ⊂ Cc(Ω) with respect to
the supremum norm, we can first extend ∆u : Cc(Ω) → [0,∞) and then apply Riesz’ represen-
tation theorem. Note that the idea behind the definition of ∆u(A) is to approximate 1A by
functions ϕ ∈ C1

c (Ω). Unlike for the obstacle problem, we will see that the Laplacian measure
is not absolutely continuous with respect to Lebesgue measure, and instead is concentrated on
the free boundary ∂{u > 0}.

First, we see that local minimizers are subharmonic, and in particular they are locally bounded in Ω.

Lemma 3.6. Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of FΛ in Ω. Then u is weakly
subharmonic, i.e. −∆u ≤ 0, in Ω. In particular, if u is continuous, then u ∈ L∞

loc(Ω).

Note that we assume ontinuity of u in order to deduce u ∈ L∞
loc(Ω) from Lemma 1.15. One can prove

that any weak subharmonic function is locally bounded, without assuming it to be continuous.

Proof. Let B ⊂ Ω and ϕ ∈ H1
0 (B) be a given non-negative function. Suppose that t ≥ 0 and v = u−tϕ.

Then we have that v+ ≤ u = u+, and therefore

{v > 0} ∩B = {v+ > 0} ∩B ⊂ {u+ > 0} ∩B = {u > 0} ∩B.

In particular, since u is a minimizer and v is a competitor, we have∫
B
|∇u|2 −

∫
B
|∇v|2 ≤ −Λ

(
|{u > 0} ∩B| − |{v > 0} ∩B|

)
≤ 0

This implies that ∫
B
|∇u|2dx ≤

∫
B
|∇(u− tϕ)|2dx

=

∫
B
|∇u|2dx− 2t

∫
B
∇u · ∇ϕdx+ t2

∫
B
|∇ϕ|2dx,

This yields ∫
B
∇u · ∇ϕdx ≤ t

2

∫
B
|∇ϕ|2dx,

and the first claim follows by taking the limit t→ 0.

Since u ≥ 0 and −∆u ≤ 0, we can apply the local boundedness estimate from Lemma 1.15 to deduce
that u ∈ L∞

loc(Ω). □

Remark 3.7 (Pointwise definition of minimizers). By Lemma 1.13, we know that for every x0 ∈ Ω,
we have

r 7→
∫
Br(x0)

u dx is non-decreasing.
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As a consequence, we can define the following pointwise representative ũ of u

ũ(x0) := lim
r→0+

∫
Br(x0)

u(x) dx for every x0 ∈ Ω.

Note that ũ = u a.e. in Ω and ũ ≥ 0 in Ω.
From now on, we will identify any solution u of (3.1) with its representative ũ (and for simplicity, we
will always write u instead of ũ).

Lemma 3.8. Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of FΛ in Ω. Then u is weakly harmonic
in the interior of {u > 0}.

Proof. Let t ∈ R and ϕ ∈ H1
0 (B) for some open set B ⊂ {u > 0} ∩ Ω. Such a set exists since we

assume the interior of {u > 0} to be non-empty (otherwise, there is nothing to prove).

Then, it holds

{u+ tϕ > 0} ∩B ⊂ {u > 0} ∩B

and hence, since u is a local minimizer,

0 ≥
∫
B
|∇u|2 −

∫
B
|∇(u+ tϕ)|2 = t2

∫
B
|∇ϕ|2 + 2t

∫
B
∇u · ∇ϕ.

Dividing by |t|, we deduce

sgn(t)

∫
B
∇u · ∇ϕ ≤ t

2

∫
B
∇u · ∇ϕ.

Hence, by taking the limits t↘ 0 and t↗ 0, we obtain the desired result. □

Proof of Proposition 3.4. Property (i) follows as in Proposition 3.1. Properties (ii) and (iii) follow
from Lemma 3.6 and (iv) follows from Lemma 3.8. □

3.2. Optimal regularity of solutions. The goal of this section is to prove the following theorem

Theorem 3.9. Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of FΛ in Ω. Then, {u > 0} is open,

and u ∈ C0,1
loc (Ω) and for any Br(x0) with B2r(x0) ⊂ Ω,

∥u∥C0,1(Br(x0)) ≤ C
(√

Λ + r−n∥u∥L1(B2r(x0))

)
,

where C only depends on n.

Since Theorem 3.9 yields openness of {u > 0}, we obtain in particular that u is weakly harmonic in
{u > 0} from Lemma 3.8.

There are several ways to prove this result. We refer to [Vel23] for a discussion of three different
proofs. Here, we will follow an approach that is due to Alt-Caffarelli-Friedman and also works for free
boundary problems with two phases (this means that solution are also allowed to be negative).

Lemma 3.10 (The Laplacian estimate). Let u be a local minimizer of FΛ in Ω. Then, for every ball
Br(x0) such that B2r(x0) ⊂ Ω we have

∆u(Br(x0)) ≤ C
√
Λrn−1.
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Proof. Without loss of generality we can assume that x0 = 0. Moreover, by scaling [replace u by√
Λ
−1
u], we can assume Λ = 1. We now notice that by Lemma 3.6 the distributional Laplacian (see

(3.3))

∆u(ϕ) := −
∫
Ω
∇u · ∇ϕdx for every ϕ ∈ C1

c (Ω),

is a positive Radon measure. We first prove that

∆u(ϕ) ≤ Crn/2∥∇ϕ∥L2(Br) for every ϕ ∈ C1
c (Br) and every Br ⊂ Ω. (3.4)

Indeed, for every ψ ∈ C1
c (Br), the optimality of u gives∫

Br

|∇u|2dx ≤
∫
Br

|∇u|2dx+ |{u > 0} ∩Br| ≤
∫
Br

|∇(u+ ψ)|2dx+ |Br|.

This implies

−
∫
Br

∇u · ∇ψ dx ≤ 1

2

∫
Br

|∇ψ|2dx+ Crn.

Setting

ψ =
rn/2

∥∇ϕ∥L2(Br)
ϕ

we get

−
∫
Br

∇u · ∇ϕdx ≤ Crn/2∥∇ϕ∥L2(Br),

which proves (3.4), as desired.

Let now ϕ ∈ C1
c (B2r) be such that ϕ ≥ 0 in B2r, ϕ = 1 on Br, and ∥∇ϕ∥L∞(B2r) ≤ 2/r. Thus, by the

positivity of ∆u we have

∆u(Br) ≤ ∆u(ϕ) ≤ Crn/2∥∇ϕ∥L2(B2r) ≤ Crn−1.

The first inequality follows because for any ϕr ∈ C1
c (Ω) with 0 ≤ ϕr ≤ 1 and supp(ϕr) ⊂ Br, it holds

ϕ− ϕr ≥ 0, since ϕ ≥ 1Br by construction. □

The following lemma yields a useful consequence of the Laplacian estimate.

Lemma 3.11. Suppose that u ∈ H1(BR) is a nonnegative subharmonic function in the ball BR ⊂ Rn

such that u(0) = limr→0

∫
Br(0)

u = 0. Suppose that there is a constant C0 > 0 such that

∆u(Br) ≤ C0r
n−1 for every 0 < r < R. (3.5)

Then we have ∫
∂Br

u dx ≤ C0

nωn
r for every 0 < r < R.

Proof. We first notice that for every smooth uε, we have

d

dr

( ∫
∂Br

uε dx

)
=

∫
∂Br

∂uε
∂ν

dx =
1

nωnrn−1

∫
Br

∆uε(x) dx.

Integrating in r and passing to the limit as ε→ 0 and using that
∫
Br

∆uε → ∆u(Br), and (3.5) we get∫
∂Br

u dx ≤ u(0) +

∫ r

0

∆u(Bs)

nωnsn−1
ds ≤ C0

nωn
r.
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[The fact that 0 is a Lebesgue point is required for the approximation to work, since it prescribes the
value of u(0) = 0 for all representatives of u.] □

Applied to a minimizer of the one-phase problem, the estimate (3.6) yields an upper estimate on the
growth of solutions near a free boundary point (compare Lemma 2.8 for the obstacle problem). It is
the main ingredient in the proof of the optimal Lipschitz regularity:

Proof of Theorem 3.9. The proof is divided into several steps.

Step 1: Suppose that x0 ∈ Ω ∩ ∂{u > 0} such that B2R(x0) ⊂ Ω for some R > 0. We claim that∫
∂Br(x0)

udx ≤ C
√
Λr ∀0 < r < R. (3.6)

To prove it, note that if knew that u(x0) = 0, then the claim (3.6) would immediately follow from
Lemma 3.10 and Lemma 3.11. [At this point, we don’t know that u(x0) = 0 since we don’t know
continuity of u, yet.]

Still, because x0 ∈ ∂{u > 0}, we can find a sequence (xk) with u(xk) = 0 such that xk → x0. As (3.6)
holds true at xk (as a consequence of Lemma 3.10 and Lemma 3.11), we can deduce (3.6) at x0 by
using the continuity of the function

x 7→
∫
∂Br(x)

u,

for any fixed r > 0, which follows from the fact that u ∈ H1
loc(Ω). This proves (3.6).

Step 2: Passing the estimate (3.6) on both sides to the limit as r → 0, in particular, we obtain that
u(x0) = 0, recalling that we identify u with its pointwise representative (see Remark 3.7).

Thus {u > 0} ∩ ∂{u > 0} = ∅ and so {u > 0} is open.

Step 3: Let x0 ∈ Ω be such that B2R(x0) ⊂ Ω. To prove the Lipschitz estimate, we distinguish
between two cases.

• Case 1: If dist(x0, ∂{u > 0}) ≥ R/4, then u is harmonic in the ball BR/4(x0) and so, by gradient
estimates (see for instance Corollary 1.5) and using also Lemma 1.15 (or rather Remark 3.7),
we have

|∇u(x0)| ≤
C

Rn
∥u∥L∞(BR(x0)) ≤

C

Rn+1

∫
BR(x0)

u dx.

• Case 2: If dist(x0, ∂{u > 0}) < R/4, then we suppose that the distance to the free boundary
is realized by some y0 ∈ ∂{u > 0} and we set

r = dist(x0, ∂{u > 0}) = |x0 − y0|.
Since u is harmonic in Br(x0), we can again apply the gradient estimate and (3.6), obtaining

|∇u(x0)| ≤
C

rn+1

∫
Br(x0)

u dx

≤ C

rn+1

∫
B2r(y0)

u dx

≤ C

rn+1

∫ 2r

0

(∫
∂Bs(y0)

u dx

)
ds ≤ C

√
Λ

rn+1

∫ 2r

0
sn ds ≤ C

√
Λ.

where we used that u ≥ 0 and the inclusion Br(x0) ⊂ B2r(y0).
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By combining the results from both cases we deduce the desired result. □

3.3. Nondegeneracy. In this section we prove the non-degeneracy of the solutions to the one-phase
problem (2.1). Our main result is the following:

Proposition 3.12 (Non-degeneracy of the solutions). Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer

of FΛ in Ω. Let x0 ∈ {u > 0} ∩ Ω. Then for every ball B2r(x0) ⊂ Ω, we have

∥u∥L∞(Br(x0)) ≥ Λ1/2cr,

where c > 0 depends only on n.

The result will follow from the following lemma. In its proof, we will use the property (3.6). Note that
there are also direct proofs of nondegeneracy which do not use the Lipschitz continuity of minimizers.

Lemma 3.13. Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of FΛ in Ω. Then, there is a constant
κ0 > 0, depending only on n and Λ, such that:

If x0 ∈ Ω and r ∈ (0,dist(x0, ∂Ω)) are s.t.

∫
∂Br(x0)

u dx ≤ κ0r, then u = 0 in Br/8(x0).

We first explain how Lemma 3.13 implies Proposition 3.12.

Proof of Proposition 3.12. By scaling [replace u by
√
Λ
−1
u], it suffices to assume Λ = 1. Then, by the

previous lemma, there is κ > 0 such that for any x0 ∈ Ω and r > 0 with B2r(x0) ⊂ Ω it holds

either u ≡ 0 in Br/8(x0) or

∫
∂Br(x0)

udx ≥ κr.

In particular, if x0 ∈ {u > 0}, then u ̸≡ 0 in Br/8(x0) for any r > 0 such that B2r(x0) ⊂ Ω.

Hence, for any such r > 0,

max
Br(x0)

u ≥
∫
Br(x0)

udx = cr−n

∫ r

0

∫
∂Bρ(x0)

udx dρ ≥ cκr−n

∫ r

0
ρn dρ ≥ cκr,

as desired. □

We end this subsection by giving the proof of Lemma 3.13.

Proof of Lemma 3.13. The proof is a consequence of the following three claims:

(i) Suppose that ∫
∂Br(x0)

u dx ≤ κ0r.

Then, u ≤ κ1r on Br/2(x0) where κ1 = 2nκ0.
(ii) Suppose that u ≤ κ1r in Br/2(x0). Then,

|{u > 0} ∩Br/2(x0)| ≤ κ2|Br|

where κ2 =
6Lκ1+9κ2

1
Λ and we denote L := ∥u∥C0,1(Br(x0)).
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(iii) Suppose that

|{u > 0} ∩Br/2(x0)| ≤ κ2|Br| and ∥u∥L∞(Br/2(x0)) ≤ κ1r.

Then, for every y0 ∈ Br/8(x0), there is ρ ∈ [r/4, r/8] such that∫
∂Bρ(y0)

u dx ≤ κ3ρ

where κ3 = 8n+1κ1κ2.

We first prove Claim 1. Let h be the harmonic replacement of u in the ball Br(x0), i.e. the unique
weak solution to {

−∆h = 0 in Br(x0),

h = u on ∂Br(x0).

By the maximum principle, we have that u ≤ h on Br(x0) (since u is subharmonic by Lemma 3.6).

On the other hand, the Poisson formula (see (1.4)) implies that for any y ∈ Br/2(x0)

h(y) =
r2 − |y|2

nωnr

∫
∂Br(x0)

u(ζ)

|y − ζ|n
dζ

≤ r2

nωnr

(r
2

)−n
∫
∂Br(x0)

u(ζ) dζ ≤ 2n
∫
∂Br(x0)

u dx ≤ κ0r ≤ 2nκ0r,

which gives Claim 1.

In order to prove Claim 2, we consider a function ϕ ∈ C∞
c (Br(x0)) such that

0 ≤ ϕ ≤ 1 in Br(x0), ϕ = 1 in Br/2(x0), |∇ϕ| ≤ 3r−1.

Consider the competitor v = (u − κ1rϕ)+ for u in Br(x0). Note that since v = 0 in Br/2(x0) and
v ≤ u, we have

|{v > 0} ∩Br/2(x0)| = |{v > 0} ∩Br(x0) \Br/2(x0)| ≤ |{u > 0} ∩Br(x0) \Br/2(x0)|,

and therefore, by the optimality of u in Br(x0), and using again that ∇v+ = 1{v>0}∇v, we obtain

Λ|{u > 0} ∩Br/2(x0)| ≤ Λ|{u > 0} ∩Br(x0)| − Λ|{v > 0} ∩Br(x0)|

≤
∫
Br(x0)

|∇v|2dx−
∫
Br(x0)

|∇u|2dx

≤
∫
Br(x0)

|∇(u− κ1rϕ)|2dx−
∫
Br(x0)

|∇u|2dx

≤ 2κ1r

∫
Br(x0)

|∇u||∇ϕ| dx+ κ21r
2

∫
Br(x0)

|∇ϕ|2dx ≤ (6κ1L+ 9κ21)|Br|,

which concludes the proof of Claim 2.

Let us now prove Claim 3. We first estimate∫
Br/2(x0)

u dx ≤ ∥u∥L∞(Br/2(x0))|{u > 0} ∩Br/2(x0)| ≤ κ1κ2|Br|r.
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Now, taking y0 ∈ Br/8(x0), we have (Br/4(y0) \ Br/8(y0)) ⊂ Br/2(x0), so there is ρ such that r/8 ≤
ρ ≤ r/4 and∫

∂Bρ(y0)
u dx ≤ 8

r

∫ r/4

r/8

∫
∂Bs(y0)

u dxds ≤ 8

r

∫
Br/2(x0)

u dx ≤ 8κ1κ2|Br| ≤ 8n+1κ1κ2ωnρ
n,

which concludes the proof of Claim 3.

We are now in a position to conclude the proof of the lemma. We first notice that

κ3 = 8n+1κ1κ2 ≤ 27n+8L+ κ0
Λ

κ20.

Choosing

κ0 = inf

{
1,

Λ

(L+ 1)27n+8

}
,

we get that κ3 ≤ κ0. In particular, if ∫
∂Br(x0)

u dx ≤ κ0r,

then by Claims (i)-(iii), for any y0 ∈ Br/8(x0) there is a sequence (ρj), such that r/8 ≤ ρ1 ≤ r/4 and

ρj
8

≤ ρj+1 ≤
ρj
4

and

∫
∂Bρj (y0)

u dx ≤ κ0ρj for every j ≥ 1.

In particular, this implies that u = 0 in Br/8(x0), which proves the claim. □

3.4. Measure and dimension of the free boundary. The Lipschitz continuity and nondegeneracy
of minimizers to the one-phase problem allow us to prove several basic properties of the free boundary.
In this section we will establish the following three facts:

• For any x0 ∈ ∂{u > 0}, Both {u > 0} and {u = 0} have a positive density around x0.
• The positivity set {u > 0} has finite perimeter
• The (n− 1) dimensional Hausdorff measure of ∂{u > 0} is (locally) finite.

[Note that finiteness of the perimeter merely yields finite Hn−1 measure of the reduced boundary.]

[Density estimates and finite perimeter will be used to show that the singular part of the free bound-
ary has zero Hn−1 Hausdorff measure. Apart from that, the results of this subsection are rather
independent of the rest of the lecture.]

3.4.1. Density estimates. We start by proving the density estimates.

Lemma 3.14 (Density estimate). Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of FΛ in Ω. Let
x0 ∈ ∂{u > 0} ∩ Ω and B2r(x0) ⊂ Ω.

Then, there is a constant δ0 ∈ (0, 1), depending on n, Λ, and the Lipschitz constant L := ∥u∥C0,1(Br(x0)),
such that

δ0|Br| ≤ |{u > 0} ∩Br(x0)| ≤ (1− δ0)|Br|. (3.7)

Note that this result is not true for the obstacle problem, where singular points are precisely the ones
that violate (the upper bound in) (3.7).

We start by the following auxiliary lemma. Note that it is the key tool in the proof of the upper
bound in (3.7):
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Lemma 3.15. Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of FΛ in Ω. Let x0 ∈ Ω and
B2r(x0) ⊂ Ω. Let h be the harmonic replacement of u in Br(x0), i.e. the unique solution to{

−∆h = 0 in Br(x0),

h = u on ∂Br(x0).

Then, it holds ∫
Br(x0)

|∇(u− h)|2 dx ≤ Λ|{u = 0} ∩Br(x0)|.

Proof. Without loss of generality we can suppose that x0 = 0. Since u is a minimizer, we get∫
Br

|∇(u− h)|2 dx =

∫
Br

|∇u|2dx−
∫
Br

|∇h|2dx ≤ Λ|{u = 0} ∩Br|.

Using the algebraic identity u2 − h2 = 2h(u− h) + (u− h)2, and the function (u− h) ∈ H1
0 (Br) as a

test function for the equation satisfied by h, we deduce∫
Br

|∇u|2 dx−
∫
Br

|∇h|2 dx = 2

∫
Br

∇h∇(u− h) dx+

∫
Br

|∇(u− h)|2 dx =

∫
Br

|∇(u− h)|2 dx.

Moreover, since u is a minimizer, we get by using h as a competitor in Br∫
Br

|∇u|2dx−
∫
Br

|∇h|2dx ≤ −Λ|{u > 0} ∩Br|+ Λ|{h > 0} ∩Br|

≤ Λ(|Br| − |{u > 0} ∩Br|) = Λ|{u = 0} ∩Br|.

Altogether, we deduce the desired result. □

Proof of Lemma 3.14. Without loss of generality we can suppose that x0 = 0.

We first prove the estimate by below in (3.7). Since 0 ∈ ∂{u > 0}, the non-degeneracy (see Proposi-
tion 3.12) implies that

∥u∥L∞(Br/2) ≥ κ0r/2.

Thus, there is a point y ∈ Br/2 such that u(y) ≥ κ0r/2.

Now, the Lipschitz continuity of u implies that u > 0 in the ball Bρ(y), where ρ = r
2 min{1, κ0/L},

and so, we get the first estimate in (3.7).

For the upper bound on the density, we consider the harmonic replacement h of u in the ball Br and
apply the previous lemma to deduce∫

Br

|∇(u− h)|2 dx ≤ Λ|{u = 0} ∩Br|.

By the Poincaré inequality in the ball Br we have∫
Br

|∇(h− u)|2dx ≥ C

r2

∫
Br

|h− u|2dx ≥ C

rn

(
1

r

∫
Br

(h− u)dx

)2

.

The non-degeneracy of u (see Proposition 3.12 , or rather Lemma 3.13) now implies

h(0) =

∫
∂Br

h dx =

∫
∂Br

u dx ≥ κ0r.



64 MARVIN WEIDNER

By the Harnack inequality (see Theorem 1.16) applied to h, there is a constant c > 0 such that

h ≥ cκ0r in Br/2.

On the other hand, the Lipschitz continuity of u and the fact that u(0) = 0 give that

u ≤ Lεr in Bεr.

Choosing ε > 0 small enough such that cκ0 ≥ 2εL, we get, using also that h−u ≥ 0 by the maximum
principle, ∫

Br

(h− u)dx ≥
∫
Bεr

(h− u)dx ≥ 1

2
cκ0r|Bεr|.

Altogether, this yields

Λ|{u = 0} ∩Br| ≥
C

rn

(
1

r

∫
Br

(h− u)dx

)2

≥ Cε2nκ20r
n,

as desired. □

3.4.2. The positivity set has finite perimeter. Next, we prove that the (generalized) perimeter of {u >
0} is locally finite in Ω. In particular, this means that {u > 0} has locally finite perimeter

The following is the main result in this context:

Proposition 3.16 (Minimizers have locally finite perimeter). Let Ω ⊂ Rn and u ∈ H1(Ω) be a local
minimizer of FΛ in Ω. Then {u > 0} has locally finite perimeter in Ω.

Let us quickly recall a few basic facts (for a more detailed overview, we refer to [Mag12]).

• The perimeter of a Borel set E in Ω is the total variation of its characteristic function, i.e.

Per(E; Ω) = sup

{∫
Ω
1E div ϕ dx : ϕ ∈ C1

c (Ω,Rn), ∥ϕ∥L∞(Ω) ≤ 1

}
.

• If E has finite perimeter in Ω, we can define a vector valued Radon measure D1E as the
distributional gradient of 1E as follows∫

Ω
1E div ϕ dx =

∫
E
div ϕ dx =: −

∫
Ω
⟨ϕ,D1E⟩ dx ∀ϕ ∈ C1

c (Ω,Rn).

Moreover, we can denote by |D1E | its total variation measure.
• If E has finite perimeter, we denote its reduced boundary ∂∗E by the set of all points x ∈ Ω
such that

νE(x) := lim
ρ→0

D1E(Bρ(x))

|D1E(Bρ(x))|
∈ Rn

exists and |νE(x)| = 1. One can show that ∂∗E ⊂ suppD1E ⊂ ∂E.
Intuitively, the reduced boundary is the set of all boundary points at which a measure-theoretic
normal vector exists.
Moreover, one can show that reduced boundary points have density 1

2 , i.e. if x ∈ ∂∗E, then

lim
r→0

|E ∩Br(x)|
|Br|

=
1

2
.
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• Given a Borel set E ⊂ Rn and s ≥ 0, we define the s-dimensional Hausdorff measure of E as

Hs(E) := lim
δ→0

Hs
δ(E),

where

Hs
δ(E) := inf


∞∑
j=1

diam(Ui)
s : E ⊂

∞⋃
j=1

Ui, diam(Ui) < δ

 .

• De Giorgi’s theorem: Hn−1(∂∗E ∩ Ω) = Per(E; Ω).
• If a function u is in BV (in particular true if it is in H1), then the superlevel sets {u > t} have
finite perimeter for a.e. t. Moreover, we have the co-area formula∫

Ω
|∇u| dx =

∫ ∞

−∞
Hn−1(∂∗{u > t} ∩ Ω) dt.

• We say that E has Hausdorff dimension s if

s = dimH(E) := inf{d ≥ 0 : Hd(E) = 0} := sup{d ≥ 0 : Hd(E) = ∞}.

In particular, if Per(E; Ω) <∞, then dimH(∂
∗E ∩ Ω) ≤ n− 1.

First, we give a sufficient condition for the local finiteness of the perimeter of a super-level set of a
Sobolev function (see Lemma 3.17). In the second step we will show that subsolutions satisfy this
condition (see Lemma 3.18).

Lemma 3.17. Suppose that Ω ⊂ Rn is an open set and that ϕ : Ω → [0,+∞] is a function in H1(Ω)
for which there exist ε0 > 0 and C > 0 such that∫

{0<ϕ≤ε}∩Ω
|∇ϕ|2dx+ Λ|{0 < ϕ ≤ ε} ∩ Ω| ≤ Cε, for every 0 < ε ≤ ε0. (3.8)

Then, it holds

Per({ϕ > 0}; Ω) ≤ C
√
Λ
−1
.

[If Λ is large, then the set {ϕ > 0} will be small. Hence, the perimeter will be small.]

Proof. Then, by the co-area formula , the Cauchy-Schwarz inequality, and (3.8), for every ε ≤ ε0,∫ 1/k

0
Hn−1(∂∗{ϕ > t} ∩ Ω) dt =

∫
{0<ϕ≤ε}∩Ω

|∇ϕ| dx

≤ |{0 < ϕ ≤ ε} ∩ Ω|1/2
(∫

{0<ϕ≤ε}∩Ω
|∇ϕ|2dx

)1/2

≤ εC
√
Λ
−1
.

Taking ε = 1/k, we get that there is δk ∈ [0, 1/k] [there is a δk for which f(δk) ≤
∫ 1/k
0 f(t) dt.] such

that

Hn−1(∂∗{ϕ > δk} ∩ Ω) ≤ k

∫ 1/k

0
Hn−1(∂∗{ϕ > t} ∩ Ω) dt ≤ C

√
Λ
−1
.

Passing to the limit as k → ∞, we obtain

Hn−1(∂∗{ϕ > 0} ∩ Ω) ≤ C
√
Λ
−1
,

which concludes the proof of the lemma. □
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Lemma 3.18. Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of FΛ in Ω. Let x0 ∈ Ω such that
B2r(x0) ⊂ Ω. Then, there exists a constant C > 0 such that∫

{0<u≤ε}∩Br(x0)
|∇u|2dx+ Λ|{0 < u ≤ ε} ∩Br(x0)| ≤ Cε for every 0 < ε ≤ 1.

Precisely, one can take C = C(r−1∥∇u∥L2(B2r(x0)) + r−2), where C depends only on n.

Proof. We fix a function 0 ≤ ϕ ∈ C∞(Rn) such that ϕ = 0 in Br, ϕ = 1 in Rn \B2r, and ϕ > 0 in B2r.
For a fixed ε > 0 we consider the functions

uε = (u− ε)+ and ũε = ϕu+ (1− ϕ)uε.

We now calculate |∇ũε|2 in the ball B2r,

|∇ũε|2 = 1{0<u≤ε}|∇(uϕ)|2 + 1{u>ε}|∇(u− ε(1− ϕ))|2

≤ 1{0<u<ε}ϕ
2|∇u|2 + 1{u>ε}|∇u|2

+ ε(1{0<u≤ε}2|∇u||∇ϕ|+ ε|∇ϕ|2) + ε(1{u>ε}2|∇u||∇ϕ|+ ε|∇ϕ|2).
Now setting

C = 2∥∇u∥L2(B2r)∥∇ϕ∥L2(B2r) + ∥∇ϕ∥2L2(B2r)
,

and using the optimality of u in B2r with ũε as a competitor, as well as the fact that by definition of
ϕ,

{ũε > 0} ∩Br = {uε > 0} ∩Br = {u > ε} ∩Br, {ũε > 0} ∩ (B2r \Br) = {u > 0} ∩ (B2r \Br),

we get

0 ≥
∫
B2r

|∇u|2dx−
∫
B2r

|∇ũε|2dx+ Λ
(
|{u > 0} ∩B2r| − |{ũε > 0} ∩B2r|

)
=

∫
B2r

|∇u|2dx−
∫
B2r

|∇ũε|2dx+ Λ|{0 < u ≤ ε} ∩Br|

≥
∫
{0<u≤ε}∩B2r

(1− ϕ2)|∇u|2dx+ Λ|{0 < u ≤ ε} ∩Br| − Cε

≥
∫
{0<u≤ε}∩Br

|∇u|2dx+ Λ|{0 < u ≤ ε} ∩Br| − Cε,

which concludes the proof. □

Proof of Proposition 3.16. Lemma 3.18 implies that (3.8) does hold. By Lemma 3.17, we obtain that
the perimeter is locally bounded. Precisely,

Per({u > 0};Br/2(x0)) ≤ C
√
Λ
−1

for every Br(x0) ⊂ Ω,

where C depends on r and n. □

3.4.3. Hausdorff measure of the free boundary. Finally, we prove that the (n−1)-dimensional Hausdorff
measure of ∂{u > 0} is locally finite in Ω. In particular, this means that {u > 0} has locally finite
perimeter. Hence, we recover in particular Proposition 3.16.

The proof will use the Lipschitz continuity and the non-degeneracy of the solution, as well as, the
so-called inner Hausdorff content estimate (see (3.9)), which is a consequence of Lemma 3.18 from the
previous proof.
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Proposition 3.19. Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of FΛ in Ω. Then, for every
compact set K ⊂ Ω, we have Hn−1(K ∩ ∂{u > 0}) <∞.

The proof of Proposition 3.19 is a consequence of Lemma 3.18 and the following rather abstract result.

Lemma 3.20. Let Ω ⊂ Rn be an open set and u ∈ C0,1(Ω) such that:

(a) u is non-degenerate, in the sense that there is a constant c > 0 such that

sup
Br(x0)

u ≥ cr ∀x ∈ ∂{u > 0} ∩ Ω, ∀0 < r < dist(x0, ∂Ω),

(b) there is a constant C > 0 such that u satisfies the estimate

|{0 < u ≤ ε} ∩ Ω| ≤ Cε for every ε > 0. (3.9)

Then, for every compact set K ⊂ Ω, we have Hn−1(K ∩ ∂{u > 0}) <∞.

Proof. Let us first recall that, for every δ > 0 and every A ⊂ Rn,

Hn−1
2δ (A) ≤ ωn−1 inf


∞∑
j=1

rn−1
j : for every Brj (xj) such that

∞⋃
j=1

Brj (xj) ⊃ A and rj ≤ δ

 ,

and

Hn−1(A) = lim
δ→0

Hn−1
δ (A).

Let δ > 0 be fixed and let {Bδ(xj)}Nj=1 be a covering of K ∩ ∂{u > 0} such that xj ∈ ∂{u > 0} for

every j = 1, ..., N and the balls Bδ/5(xj) are disjoint.

The non-degeneracy of u implies that, in every ball Bδ/10(xj) there is a point yj such that u(yj) ≥ cδ/10
for some c ∈ (0, 1).

The Lipschitz continuity of u implies that Bcδ/(10L)(yj) ⊂ {u > 0}, where L = max{1, ∥∇u∥L∞(Ω)}.
On the other hand, since u(xj) = 0 and B cδ

10L
(yj) ⊂ B δ

10
+ cδ

10L
(xj), we have that

u < L

(
cδ

10L
+

δ

10

)
≤ (L+ 1)

δ

5
in Bcδ/(10L)(yj).

Altogether, this implies that the balls Bcδ/(10L)(yj), j = 1, ..., N , are disjoint and

Bcδ/(10L)(yj) ⊂
{
0 < u < (L+ 1)

δ

5

}
.

Now, the estimate from (b) implies that

C(L+ 1)
δ

5
≥
∣∣∣∣{0 < u < (L+ 1)

δ

5

}∣∣∣∣ ≥ N∑
j=1

|Bcδ/(10L)(yj)| ≥ Nωn
cnδn

Ln10n
,

which implies that

ωn−1Nδ
n−1 ≤ C0,

where C0 > 0 depends only on n, c, C, L. By the construction of the covering, and since, the right-hand
side does not depend on δ, we get that

Hn−1(K ∩ ∂{u > 0}) ≤ C0.

□
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Proof of Proposition 3.19. The fact that u ∈ C0,1
loc (Ω) and nondegenerate (i.e. satisfies (a) in Lemma 3.20)

follows from Theorem 3.9 and Proposition 3.12. Moreover, condition (b) in Lemma 3.20 follows from
Lemma 3.18. This concludes the proof. □

3.5. Blow-ups. Given a local minimizer u of FΛ in Ω ⊂ Rn, and a free boundary point x0 ∈ ∂{u >
0} ∩ Ω, we will now investigate blow-ups of u at x0.

For every r > 0, we define the rescaled function

ux0,r(x) :=
u(x0 + rx)

r
.

Note that in comparison to the obstacle problem, here we normalize by r instead of by r2. This is
due to the Lipschitz regularity of minimizers, compared to C1,1 regularity in the obstacle problem.
As before, by Arzelà-Ascoli’s theorem, for any sequence rk → 0, there exists a subsequence (rkj ) such

that urkj → u0 ∈ C0,1
loc (R

n) locally uniformly.

Definition 3.21 (Blow-up limit). We say that the function u0 : Rn → R is a blow-up limit of u at x0
if there is a sequence rk → 0 such that

urk → u0 locally uniformly in Rn.

Remark 3.22. We notice that every blow-up limit u0 of a local minimizer u of FΛ is non-negative,
Lipschitz continuous (in Rn) and vanishes in zero.

Moreover, there might be numerous blow-up limits, each one depending on the choice of the subse-
quence ux0,rk . If this is the case, then we simply say that the blow-up limit is not unique.

The classification of all the possible blow-up limits and the uniqueness of the blow-up limit at a given
point x0 ∈ ∂{u > 0} are both central questions in the free boundary regularity theory, which do not
have a complete answer yet.

As for the obstacle problem, later we will decompose the free boundary into its regular and singular
parts according to the structure of the space of blow-up limits at the points of ∂{u > 0}. Note that
their definitions need to be different from the ones for the obstacle problem due to Lemma 3.14.

Most of the remainder of this subsection is dedicated to the proof of the following result.

Proposition 3.23 (Convergence of the blow-up sequences). Let Ω ⊂ Rn and u ∈ H1
loc(Ω) be a local

minimizer of FΛ in Ω. Let x0 ∈ ∂{u > 0} ∩ Ω and let rk → 0 be such ux0,rk → u0 in the sense of
Definition 3.21. Then, there is a subsequence such that, for every R > 0, we have:

(i) ux0,rk → u0 strongly in H1(BR),
(ii) 1Ωk

→ 1Ω0 in L1(BR), where Ωk := {ux0,rk > 0} and Ω0 := {u0 > 0},
(iii) u0 is a non-trivial local minimizer of FΛ in Rn.

Proof. By the local Lipschitz continuity of u, we have that for any R > 0, the sequence uk := ux0,rk

is uniformly bounded in H1(BR).

Up to extracting a subsequence, we can suppose that uk → u∞ ∈ H1(BR) weakly in H1(BR), strongly
in L2(BR) and pointwise (Lebesgue) almost-everywhere in BR.

We set for simplicity Ωk = {uk > 0} and Ω∞ = {u∞ > 0}.
The weak H1-convergence implies that for every 0 < r ≤ R

∥∇u∞∥L2(Br) ≤ lim inf
k→∞

∥∇uk∥L2(Br),
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with an equality, if and only if, (up to a subsequence) the convergence is strong in Br. On the other
hand, the pointwise convergence of uk implies that for almost-every x ∈ BR

x ∈ Ω∞ =⇒ u∞(x) > 0 =⇒ uk(x) > 0 for large k =⇒ x ∈ Ωk for large k.

In particular this implies that

1Ω∞ ≤ lim inf
k→∞

1Ωk
,

and so, by Fatou’s Lemma, for every 0 < r ≤ R, we have

|Ω∞ ∩Br| ≤ lim inf
k→∞

|Ωk ∩Br|,

with an equality, if and only if, (again, up to a subsequence) 1Ωk
converges strongly to 1Ω∞ in L1(Br).

The latter fact follows from Scheffé’s Lemma (which is a basic consequence of dominated convergence).

Notice that, up to extracting a subsequence we may assume that the limits in the right-hand sides of
all three previous displays do exist.

In order to prove (i) and (ii), it is sufficient to prove that, for fixed 0 < r < R, we have

∥∇u∞∥L2(Br) = lim inf
k→∞

∥∇uk∥L2(Br) and |Ω∞ ∩Br| = lim inf
k→∞

|Ωk ∩Br|. (3.10)

Let η : BR → R be a function such that

η ∈ C∞(BR), 0 ≤ η ≤ 1 in BR, η = 1 on ∂BR, η = 0 in Br.

Consider the competitor ũk = ηuk + (1− η)u∞. Since uk is a local minimizer for FΛ in BR, and since
uk = ũk on ∂BR, we have FΛ(uk, BR) ≤ FΛ(ũk, BR), that is,

0 ≤
∫
BR

|∇ũk|2dx−
∫
BR

|∇uk|2dx+ Λ|Ω̃k ∩BR| − Λ|Ωk ∩BR|,

where we have set Ω̃k := {ũk > 0}.
We first estimate

|Ω̃k ∩BR| − |Ωk ∩BR| = |Ω̃k ∩ {η = 0}| − |Ωk ∩ {η = 0}|+ |Ω̃k ∩ {η > 0}| − |Ωk ∩ {η > 0}|
= |Ω∞ ∩ {η = 0}| − |Ωk ∩ {η = 0}|+ |(Ωk ∪ Ω∞) ∩ {η > 0}| − |Ωk ∩ {η > 0}|
≤ |Ω∞ ∩ {η = 0}| − |Ωk ∩ {η = 0}|+ |{η > 0}|.

By Fatou’s Lemma on the set {η = 0} \Br, we have

|Ω∞ ∩ ({η = 0} \Br)| ≤ lim inf
k→∞

|Ωk ∩ ({η = 0} \Br)|,

and so, we get

lim sup
k→∞

(|Ω̃k ∩BR| − |Ωk ∩BR|) ≤ lim sup
k→∞

(|Ω∞ ∩Br| − |Ωk ∩Br|) + |{η > 0}|. (3.11)

We next calculate

|∇ũk|2 − |∇uk|2 = |∇(ηuk + (1− η)u∞)|2 − |∇uk|2

= |(uk − u∞)∇η + η∇uk + (1− η)∇u∞|2 − |∇uk|2.

Now since uk → u∞ strongly in L2(BR), we have that

lim sup
k→∞

∫
BR

(|∇ũk|2 − |∇uk|2)dx

= lim sup
k→∞

∫
BR

|(uk − u∞)∇η + η∇uk + (1− η)∇u∞|2 − |∇uk|2dx
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= lim sup
k→∞

∫
BR

(η2 − 1)|∇uk|2 + 2η(1− η)∇uk · ∇u∞ + (1− η)2|∇u∞|2dx

= lim sup
k→∞

∫
BR

(1− η2)(|∇u∞|2 − |∇uk|2)dx

≤ lim sup
k→∞

∫
{η=0}

(|∇u∞|2 − |∇uk|2)dx+

∫
BR\{η=0}

|∇u∞|2dx.

By the weak H1 convergence of uk to u∞ on the set {η = 0} \Br, we have

lim sup
k→∞

∫
BR

(|∇ũk|2 − |∇uk|2)dx ≤ lim sup
k→∞

∫
Br

(|∇u∞|2 − |∇uk|2)dx+

∫
{η>0}

|∇u∞|2dx.

This estimate, together with (3.11) and the minimality of uk, gives

lim inf
k→∞

FΛ(uk, Br) = lim inf
k→∞

(∫
Br

|∇uk|2dx+ Λ|Ωk ∩Br|
)

≤ lim inf
k→∞

(∫
Br

|∇uk|2dx+ Λ|Ωk ∩Br|
)
+ lim sup

k→∞

(
FΛ(ũk, BR)−FΛ(uk, BR)

)
≤
∫
Br

|∇u∞|2dx+ Λ|Ω∞ ∩Br|+
∫
{η>0}

|∇u∞|2dx+ Λ|{η > 0}|

≤
∫
Br

|∇u∞|2dx+ Λ|Ω∞ ∩Br|+
∫
{η>0}

|∇u∞|2dx+ Λ|{η > 0}|

= FΛ(u∞, Br) +

∫
{η>0}

|∇u∞|2dx+ Λ|{η > 0}|.

Since η is arbitrary, we finally obtain by approximating η → 1∂BR
,

lim inf
k→∞

FΛ(uk, Br) ≤ FΛ(u∞, Br).

By the observations from the beginning of the proof, this implies

lim inf
k→∞

∥∇uk∥L2(Br) + lim inf
k→∞

|Ωk ∩Br| = ∥∇u∞∥L2(Br) + |Ω∞ ∩Br|,

and therefore, using the observations from the beginning of the proof one more time, this implies
(3.10) and, as a consequence, the claims (i) and (ii).

We now prove (iii). Let 0 < r < R and ϕ ∈ H1
0 (Br). We will show that

FΛ(u∞, Br) ≤ FΛ(u∞ + ϕ,Br). (3.12)

In order to prove (3.12), we will use the optimality of uk and pass it to the limit.

[For a fixed k ≥ 1, the natural competitor is simply uk + ϕ. Unfortunately, we do NOT a priori know
that limk→∞ |{uk + ϕ > 0}| = |{u∞ + ϕ > 0}|. Hence, the proof is not completely straightforward!]

We consider a function η : BR → R as before such that the set N := {η < 1} is a ball strictly contained
in BR. Precisely, we have that the following inclusions do hold:

{ϕ ̸= 0} ⊂ Br ⊂ {η = 0} ⊂ N = {η < 1} ⊂ BR,

the last two inclusions being strict. We define the competitor for uk in N

vk = uk + ϕ+ (1− η)(u∞ − uk),

and we set for simplicity v∞ := u∞ + ϕ.
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Now, note that vk = u∞ + ϕ = v∞ in {η = 0}, and moreover, since ϕ = 0 on BR \ N , (3.12) is
equivalent to

FΛ(u∞, N) ≤ FΛ(v∞, N). (3.13)

By (i) and (ii), we have that

FΛ(u∞, N) = lim
k→∞

FΛ(uk, N).

The optimality of uk and the strong H1 convergence of uk → u∞ in N give

lim
k→∞

FΛ(uk, N) ≤ lim inf
k→∞

FΛ(vk, N) =

∫
N
|∇v∞|2dx+ Λ lim inf

k→∞
|{vk > 0} ∩N |. (3.14)

Moreover, since vk = v∞ on the set {η = 0}, we have

|{vk > 0} ∩N | = |{vk > 0} ∩ {η = 0}|+ |{vk > 0} ∩ {0 < η < 1}|
≤ |{v∞ > 0} ∩N |+ |{0 < η < 1}|,

which, together with (3.14), gives

FΛ(u∞, N) = lim
k→∞

FΛ(uk, N) ≤ FΛ(v∞, N) + |{0 < η < 1}|.

Now, since the set {0 < η < 1} is arbitrary, we get (3.13) and so, the claim (iii). Note that u0 ̸≡ 0
since this would contradict the non-degeneracy (see Proposition 3.12). □

Finally, let us state without proof the convergence of the positivity sets in the Hausdorff-sense.

Definition 3.24 (Local Hausdorff convergence). Suppose that Xk is a sequence of closed sets in Rn

and Ω is an open subset of Rn. We say that Xk converges locally Hausdorff in Ω to (the closed set)
X, if for every compact set K ⊂ Ω and every open set U , such that K ⊂ U ⊂ Ω, we have

lim
k→∞

distK,U (Xk, X) = 0,

where, for any pair of closed subsets (X,Y ) of Ω, we define

distK,U (X,Y ) := max

{
max

x∈X∩K
dist(x, Y ∩ U), max

y∈Y ∩K
dist(y,X ∩ U)

}
.

Proposition 3.25 (Convergence of the blow-up sequences). Let Ω ⊂ Rn and let u ∈ H1
loc(Ω) be a

local minimizer of FΛ in Ω. Let x0 ∈ ∂{u > 0} ∩ Ω and let rk → 0 be such ux0,rk → u0 in the sense
of Definition 3.21. Then, there is a subsequence such that, for every R > 0, we have:

Ωk := {ux0,rk > 0} → {u0 > 0} locally Hausdorff in BR,

Since we will not use this result in the sequel, we simply refer to [Vel23, Chapter 6.2] for the proof.

3.6. Regular and singular points of the free boundary. As in the study of the obstacle problem,
we decompose the free boundary into regular and singular points, depending on the shape of the blow-
up at at free boundary point.

Definition 3.26 (Decomposition of the free boundary). We say that x0 ∈ ∂{u > 0} is a regular point
if there exists a blow-up limit u0 of u at x0 of the form

u0(x) =
√
Λ(x · ν)+ for every x ∈ Rn,

for some ν ∈ Sn−1.
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We denote the set of all regular points x0 ∈ ∂{u > 0} ∩ Ω by Reg(∂{u > 0}), and we define the
singular part of the free boundary as

Sing(∂{u > 0}) = (∂{u > 0} ∩ Ω) \ Reg(∂{u > 0}).

Now, there are three natural questions that should be answered in order to give sense to the previous
definition:

(a) Is x 7→
√
Λ(ν · x)+ a minimizer of FΛ ?

(b) Is it the only minimizer u of FΛ with {u > 0} = {x · ν > 0}?
(c) Is the regular set non-empty?

One goal of this section is to answer all of these questions positively. In particular, we will answer (c)
by proving that

∂∗{u > 0} ⊂ Reg(∂{u > 0}).

Then, as a consequence of results from geometric measure theory, we can deduce that the singular set
is small. Precisely, we will show that

Hn−1(Sing(∂{u > 0})) = 0.

First, we prove the following lemma. [We skipped the proof in the lecture since there is a much shorter
way to prove it (see Remark 3.32).]

Lemma 3.27. Let ν ∈ Sn−1. Then, the function x 7→
√
Λ(ν · x)+ is a local minimizer of FΛ in BR

for any R > 0.

Proof. Without loss of generality we set ν = en and define h(x) =
√
Λ(xn)+. Suppose that R > 0 and

u ∈ H1
loc(Rn) is a non-negative function such that u− h ∈ H1

0 (BR). It is sufficient to prove that

FΛ(h,BR) ≤ F(u,BR).

First, we claim that

FΛ(u ∧ h,BR) ≤ F(u,BR). (3.15)

To see it, we first compute (using that u ∧ h = 0 in {xn ≤ 0})

F(u,BR)−FΛ(u ∧ h,BR) =

∫
BR∩{xn<0}

|∇u|2 + Λ|{xn < 0} ∩ {u > 0} ∩BR|

+

∫
BR∩{xn>0}∩{u>h}

(|∇u|2 − |∇h|2).

Since h is harmonic in {xn > 0}, we have after integration by parts, using that ∂xnh =
√
Λ on

{xn = 0}, ∫
BR∩{xn>0}∩{u>h}

(|∇u|2 − |∇h|2)

=

∫
BR∩{xn>0}∩{u>h}

|∇(u− h)|2 + 2∇h · ∇(u− h)+

=

∫
BR∩{xn>0}∩{u>h}

|∇(u− h)|2 − 2
√
Λ

∫
{xn=0}

u.
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Moreover, note that any function u ∈ H1({xn ≤ 0}) satisfies∫
{xn<0}

|∇u|2 + Λ|{xn < 0} ∩ {u > 0}| ≥ 2
√
Λ

∫
{xn=0}

u. (3.16)

Hence, if we combine the previous three estimates, we end up with

F(u,BR)−FΛ(u ∧ h,BR) ≥
∫
BR∩{xn>0}∩{u>h}

|∇(u− h)|2 ≥ 0.

which proves (3.15).

Let us exlain the proof of (3.16) in 1D. The general version follows by integrating in the other coor-
dinates (for u, we can always assume without loss of generality that u ≡ 0 in {xn < 0} \ BR). Note
that if f ∈ H1(R) is non-negative such that f(a) = 0 for some a < 0, then we have

f(0) =

∫ 0

a
f ′(t) dt ≤ |{f > 0} ∩ {a ≤ t ≤ 0}|1/2

(∫ 0

a
|f ′(t)|2 dt

)1/2

≤ 1

2

∫ 0

a
f ′(t) dt ≤ |{f > 0} ∩ {a ≤ t ≤ 0}|+ 1

2

∫ 0

a
|f ′(t)|2 dt.

By (3.15), we may suppose that u ≤ h. In particular, this means that u ≡ 0 ≡ h in {xn ≤ 0}, and
therefore

|{u > 0} ∩BR| − |{h > 0} ∩BR| = |{u = 0} ∩ {h > 0} ∩BR| = |{u = 0} ∩BR|.

Moreover, since h is harmonic in {xn > 0}, we get∫
BR

|∇u|2 −
∫
BR

|∇h|2 = 2

∫
BR∩{xn>0}

∇h∇(u− h) +

∫
BR

|∇(u− h)|2 =
∫
BR∩{xn>0}

|∇(u− h)|2.

Altogether,

FΛ(u,BR)−FΛ(h,BR) =

∫
{xn>0}

|∇(u− h)|2 dx− Λ|{xn > 0} ∩ {u = 0}|

=

∫
{xn>0}∩{u>0}

|∇(u− h)|2 dx ≥ 0,

where the last equality is due to the fact that on the set {u = 0} [recall that for H1 functions, ∇u = 0
a.e. on {u = 0}],

|∇(u− h)| = |∇h| =
√
Λ.

The proof is complete. □

The following lemma is crucial in order to answer question (b).

Lemma 3.28. Let u =
√
λ(xn)+ be a local minimizer of FΛ in BR for any R > 0. Then, λ = Λ.

To prove the result, we first need the following lemma.

Lemma 3.29. Let U : Rn−1 → R be a non-negative function, U ∈ H1
loc(Rn−1) and let u : Rn → R be

the function defined by

u(x) = U(x′) for every x = (x′, xn) ∈ Rn.

Then, U a local minimizer of FΛ in Rn−1 if and only if u a local minimizer of FΛ in Rn.
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Proof. Suppose first that u is not a local minimizer of FΛ. Then, there is a function v : Rn → R such
that u = v outside the cylinder CR := B′

R×(−R,R) ⊂ Rn−1×R and such that FΛ(u, CR) > FΛ(v, CR).

FΛ(U,B
′
R) =

∫
B′

R

|∇x′U |2 dx′ + Λ |B′
R ∩ {U > 0}|

=
1

2R

(∫
CR

|∇u|2 dx+ Λ |CR ∩ {u > 0}|
)

=
1

2R
FΛ(u, CR)

>
1

2R
FΛ(v, CR) =

1

2R

(∫
CR

|∇v|2 dx+ Λ |CR ∩ {v > 0}|
)

≥ 1

2R

∫ R

−R

(∫
B′

R

|∇x′v(x′, xn)|2 dx′ + Λ |B′
R ∩ {v(·, xn) > 0}|

)
dxn

≥
∫
B′

R

|∇x′v(x′, t)|2 dx′ + Λ |B′
R ∩ {v(·, t) > 0}| ,

for some t ∈ (−R,R), which exists due to the mean-value theorem. Thus, also U is not a local
minimizer of FΛ.

Conversely, suppose that U is not a local minimizer of FΛ. Then, there is a function V : Rn−1 → R
such that U = V outside a ball B′

R ⊂ Rn−1 and

FΛ(U,B
′
R) > FΛ(V,B

′
R).

We now define the function

v(x′, xn) = V (x′)ϕt(xn),

where for any t > 0, we set ϕt : R → [0, 1] as

ϕt(xn) :=


1 if |xn| ≤ t,

0 if |xn| ≥ t+ 1,

xn + t+ 1 if − t− 1 ≤ xn ≤ −t,
−xn + t− 1 if t ≤ xn ≤ t+ 1.

Then, for CR,t := B′
R × (−t, t),

|∇v|2 ≤ |∇x′V |2 + V 2
1CR,t+1\CR,t

,

|CR,t+1 ∩ {v > 0}| = 2(t+ 1)|B′
R ∩ {V > 0}|,

Thus, we have

FΛ(v, CR,t+1) =

∫
CR,t+1

|∇v|2 dx+ Λ|CR,t+1 ∩ {v > 0}|

≤ (2t+ 2)FΛ(V,B
′
R) + 2

∫
B′

R

V 2 dx′.

Choosing t large enough, by the contradiction assumption, we have that

(2t+ 2)FΛ(V,B
′
R) + 2

∫
B′

R

V 2 dx′ ≤ 2tFΛ(U,B
′
R).

Since,

FΛ(u, CR,t+1) = 2(t+ 1)FΛ(U,B
′
R),
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we get that

FΛ(v, CR,t+1) ≤ 2tFΛ(U,B
′
R) =

2t

2t+ 2
FΛ(u, CR,t+1) < FΛ(u, CR,t+1),

which concludes the proof. □

Proof of Lemma 3.28. By Lemma 3.29, we get that U(t) =
√
λt+ is a local minimizer of FΛ in (−R,R)

for any R > 0. To see that λ = Λ, we take R = 1 and we compute

FΛ(U ; (−1, 1)) =

∫ 1

−1
|U ′(t)|2 dt+ Λ|{U > 0} ∩ (−1, 1)| = λ+ Λ.

Let us consider a competitor Vε for U in (−1, 1), i.e. a function such that Vε(−1) = 0 and Vε(1) =
√
λ.

We define

Vε(t) =

{
0 in (−1, ε),

− ε
√
λ

1−ε + t
√
λ

1−ε in (ε, 1).

Then, it holds

FΛ(V ; (−1, 1)) =

∫ 1

ε

λ

(1− ε)2
+ Λ(1− ε) =

λ

1− ε
+ Λ(1− ε).

For U to be a minimizer, we clearly need for any ε > 0:

λ+ Λ ≤ λ

1− ε
+ Λ(1− ε) =: f(ε),

which is equivalent to f ′(0) = 0, which in turn yields the condition λ = Λ. □

Remark 3.30. The competitors that we construced in the previous proof in order to deduce that
λ = Λ are also known as ”inner variations“ or ”domain variations“. The idea is to perturb the input
variables x rather than the function u(x) to produce a competitor. In general, inner variations are
given as

uη(x) = u(x+ η(x))

for suitable functions η. By using them in a more general context, one can actually prove directly that
any minimizer of FΛ in a domain Ω satisfies

|∇u| =
√
Λ on ∂{u > 0} ∩ Ω

whenever the free boundary is C1 (which we don’t know yet, of course!).

Next, we have the following lemma, which states that the regular set contains the reduced boundary.
In particular, it yields (c). This result will also become crucial later, when we classify blow-ups in 2D.

Lemma 3.31. Let Ω be a bounded open set in Rn and u be a minimizer of FΛ in Ω. Let x0 ∈ ∂{u >
0} ∩ Ω be a free boundary point, for which there exist ν ∈ Sn−1 and rk → 0 such that

1Ωk
→ 1Hν in BR for every R > 0, (3.17)

where Ωk := 1
rk
(−x0 + {u > 0}) and Hν := {x ∈ Rn : x · ν > 0}. Then, x0 ∈ Reg(∂{u > 0}).

In particular, it holds ∂∗{u > 0} ⊂ Reg(∂{u > 0}).
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Remark 3.32. Note that Lemma 3.31 gives another proof of the fact that x 7→
√
Λ(xn)+ is a global

minimizer of FΛ. Indeed, since 0 < Per({u > 0}) = Hn−1(∂∗{u > 0}) < ∞, the reduced boundary
is non-empty, and therefore, the set of free boundary points to which Lemma 3.31 is applicable is
non-empty. Hence, the claim now follows from Proposition 3.23(iii), which implies that blow-ups are
minimizers to FΛ.

Proof of Lemma 3.31. Let uk be the blow-up sequence uk(x) := ux0,rk(x) = 1
rk
u(x0 + rkx). Notice

that Ωk = {uk > 0}.
By Proposition 3.23, we have that, up to a subsequence and for every R > 0, uk → u0 locally uniformly
in BR and strongly in H1. Moreover, u0 ≥ 0 and u0 ∈ C0,1

loc (R
n) is a global minimizer of FΛ in Rn.

Moreover, we have 1Ωk
→ 1{u0>0} in L1(BR). In particular, this implies that {u0 > 0} = Hν almost

everywhere.

Now, the minimality of u0 and the fact that |{u0 = 0} ∩Hν | = 0 implies that u0 is harmonic in Hν .
[This is the same argument as in the second part of Remark 3.7: We can take as a competitor the
harmonic function v in any set B ⊂ Hν such that v = u on ∂B, but by minimality of u and the
assumption on {u0 = 0}, the Dirichlet energy of u is smaller than the one of v].

By the maximum principle, we get that

{u0 > 0} = Hν .

Thus, u0 is C∞ up to the boundary ∂Hν (where it vanishes). Let us assume from now on that ν = en.
We will prove that

u0 =
√
Λ(xn)+. (3.18)

To see it, we first observe that by the Lipschitz continuity of u, it holds for some r ≤ 1

|u(x)| ≤ C|x− x0| in Br(x0), [u]C0,1(Br(x0)) ≤ C(1 + r) ≤ C.

Hence, we have

|uk(x)| ≤ C|x| in Brr−1
k
, [uk]C0,1(B

rr−1
k

) ≤ C,

which implies that

|u0(x)| ≤ C|x| in Rn, [u0]C0,1(Rn) ≤ C.

Hence, for any |h| ≤ 1 with hn = 0, it holds that

u
(h)
0 (x) = u0(x+ h)− u0(x)

is harmonic in {xn > 0} and u
(h)
0 ≡ 0 on {xn = 0} and ∥u(h)0 ∥L∞(Rn) ≤ |h|[u0]C0,1(Rn) ≤ C.

Hence, by odd reflection u
(h)
0 (x′,−xn) := −u(h)0 (x′, xn) for xn > 0, we can extend u

(h)
0 to a bounded

harmonic function in Rn. By the Liouville theorem (see Theorem 1.20), this implies that u
(h)
0 ≡ 0 for

all h. Thus, for some function U : R → [0,∞),

u0(x) = U(xn).

Clearly, it holds {
U ′′ = 0 in (0,∞),

U = 0 in (−∞, 0).
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Hence, we conclude that

U(t) =
√
λt+

for some λ > 0. In order to prove (3.18), it remains to check that λ = Λ, but this follows immediately
from Lemma 3.28. This yields the first claim. [Note that we have thus also answered question (b)!]

Since (3.17) holds whenever x0 ∈ ∂∗{u > 0} (see [Mag12, Theorem 15.5]), also the second claim
follows. □

Finally, we are in a position to prove that the singular set is negligible.

Proposition 3.33. Let Ω be a bounded open set in Rn and u ∈ H1(Ω) be a minimizer of FΛ in Ω.
Then, it holds

Hn−1(Sing(∂{u > 0})) = 0.

Proof. By Proposition 3.16, {u > 0} has locally finite perimeter in Ω. Let ∂∗{u > 0} be the reduced
boundary of {u > 0}. By Lemma 3.31, we have that ∂∗{u > 0} ⊂ Reg(∂{u > 0}). On the other hand,
by the Second Theorem of Federer (see [Mag12, Theorem 16.2]), we have that

Hn−1
(
(∂{u > 0} ∩ Ω) \

(
{u > 0}(1) ∪ {u > 0}(0) ∪ ∂∗{u > 0}

))
= 0, (3.19)

where {u > 0}(i) denotes the points of density 1 and 0, respectively. Recall that, by Lemma 3.14,
there are no points of density 1 and 0 on the free boundary, that is,

(∂{u > 0} ∩ Ω) ∩
(
{u > 0}(1) ∪ {u > 0}(0)

)
= ∅

Thus, by (3.19)

Hn−1
(
(∂{u > 0} ∩ Ω) \ ∂∗{u > 0}

)
= 0.

Now, by the definition of the singular set, we have

Sing(∂{u > 0}) =
(
∂{u > 0} ∩ Ω) \ Reg(∂{u > 0}

)
⊂ (∂{u > 0} ∩ Ω) \ ∂∗{u > 0},

which concludes the proof. □

3.7. Viscosity solutions. Our next major goal is to prove that the regular part of the free boundary
is C1,α regular. A main difference compared to the results that we already obtained is that now, we
need to make use of much finer information of the minimizers on the free boundary, i.e. we need to
understand the “free boundary condition” (see also Remark 3.30).

To do so, it is a good strategy to work with viscosity solutions, for which one can make sense of a free
boundary condition at any free boundary point, without knowing the smoothness of the free boundary
a priori.

Definition 3.34. Suppose that D ⊂ Rn is an open set and that u ∈ C(D). Let x0 ∈ D. We say that
the function ϕ ∈ C∞(Rn) touches u from below (resp. from above) at x0 in D if:

• u(x0) = ϕ(x0);
• there is a neighborhood N(x0) ⊂ Rn of x0 such that u(x) ≥ ϕ(x) (resp. u(x) ≤ ϕ(x)), for
every x ∈ N(x0) ∩D.
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Definition 3.35 (Viscosity solutions). Let Ω ⊂ Rn be an open set, Λ > 0, and u ∈ C(Ω) be
nonnegative. We say that u is a viscosity solution of

∆u = 0 in {u > 0}, |∇u| =
√
Λ on ∂{u > 0} ∩ Ω, (3.20)

if for every x0 ∈ {u > 0} ∩ Ω and ϕ ∈ C∞(Ω), we have

• if x0 ∈ {u > 0} and
– if ϕ touches u from below at x0 in {u > 0}, then ∆ϕ(x0) ≤ 0;
– if ϕ touches u from above at x0 in {u > 0}, then ∆ϕ(x0) ≥ 0;

• if x0 ∈ ∂{u > 0} ∩ Ω and

– if ϕ touches u from below at x0 in {u > 0}, then |∇ϕ(x0)| ≤
√
Λ;

– if ϕ+ touches u from above at x0 in {u > 0}, then |∇ϕ(x0)| ≥
√
Λ.

Now, we will prove that minimizers are viscosity solutions.

Proposition 3.36. Let Ω ⊂ Rn and let u ∈ H1(Ω) be a local minimizer of FΛ in Ω. Then, u is a
viscosity solution of (3.20).

First, we need the following lemma:

Lemma 3.37. Let u ∈ C0,1(B1) be nonnegative, and assume that −∆u = 0 in {u > 0}∩B1. Assume
that u(0) = 0. If either u ≤ (xn)+ or u ≥ (xn)+ in B1, then

u(x) = αxn ± o(|x|) in {xn > 0}

for some α ∈ [0,∞).

Proof of Lemma 3.37. We denote L := ∥u∥C0,1(B1). First assume u ≥ (xn)+. Let

α(R) = sup{α > 0 : u ≥ α(xn)+ in BR}.
Note that R 7→ α(R) is decreasing and α(R) ∈ [1, L] from our assumptions. Set

α := supα(R) = lim
R→0

α(R) ≥ 1,

and note that [since (xn)+ ≤ |x|]
u(x) ≥ α(|x|)(xn)+ = α(xn)+ + [α(|x|)− α](xn)+

= α(xn)+ − o(|x|).
(3.21)

Next, we provide an upper bound for u. To do so, we claim that for any β > 0 and δ ∈ (0, 1), there
exists a radius r > 0 such that

u(x) ≤ (α+ δ)(xn)+ in Br ∩ {xn ≥ β|x′|}. (3.22)

Before we prove (3.22), let us explain how it allows us to conclude the proof. In fact, setting β = δ = 1
k

for some k ∈ N, we deduce from (3.22) that for some rk > 0

u(x) ≤
(
α+

1

k

)
(xn)+ in Brk ∩ {kxn ≥ |x′|}.

Next, for x ∈ Brk ∩ {0 < kxn < |x′|}, we can find y ∈ Brk ∩ {kxn = |x′|} with |x − y| ≤ |x|/k such
that by the Lipschitz continuity of u, and application of the previous estimate to y, we get

u(x) ≤ u(y) + ck−1|x| ≤ α(yn)+ + k−1|y|+ ck−1|x| ≤ ck−1|x| in Brk ∩ {0 < kxn < |x′|},
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where we used that

α(yn)+ = α|y′|k−1 ≤ c|x|k−1.

Altogether, this implies that for x ∈ {xn ≥ 0} close to 0:

u(x) ≤ α(xn)+ + ck−1|x| = α(xn)+ + o(|x|).

This implies the desired result upon combination with the lower bound in (3.21).

Next, we verify the claim (3.22). To do so, we assume by contradiction that there exist β > 0,
δ ∈ (0, 1), and a sequence xk → 0 with (xk)n ≥ β|x′k| such that

u(xk) ≥ (α+ δ)((xk)n)+.

Note that by definition of α, for every τ ∈ (0, 12) there exists r(τ) > 0 (depending also on δ) such that

u(x) ≥ (α− τδ)(xn)+ in Br(τ) ∩ {xn ≥ 0}.

Next, we set

v(x) = u(x)− (α− τδ)(xn)+,

and notice that {
−∆v = 0 in {xn > 0} ∩B1,

v ≥ 0 in {xn ≥ 0} ∩Br(τ),

since u ≥ (xn)+ and u is harmonic in {u > 0}.
Moreover, since |∇v| ≤ L, we can find κ = κ(δ) small, such that

v ≥ v(xk)− Lκ(xk)n ≥ δ(1− τ)((xk)n)+ − Lκ(xk)n ≥ c(δ)(xk)n ≥ c(δ, β)|xk| in Bκ(xk)n(xk).

In particular, v ≥ c(δ, β)|xk| on a positive-measure subset of ∂B|xk|.

Let h be the harmonic function on B|xk| with boundary data on ∂B|xk| given by

h(x) =

{
v(x′, xn), xn > 0

−v(x′,−xn), xn < 0.

Since h(x′, 0) = 0 (note that h satisfies h(x′, xn) = −h(x′,−xn) by uniqueness of solutions to the
Dirichlet problem), by the comparison principle, it holds

v ≥ h in B|xk| ∩ {xn > 0}.

We claim that there is ε > 0 depending only on δ, β, such that it holds

∂nh ≥ c(δ, β) in Bε|xk|, (3.23)

and since h(x′, 0) = 0, this implies

v(x) ≥ h(x) = h(x′, 0) +

∫ xn

0
∂nh(x

′, t) dt ≥ c(δ, β)(xn)+ in Bε|xk| ∩ {xn > 0}.

To prove (3.23), we use the Poisson kernel representation for h to see

h(x) = c|xk|−1

∫
∂B|xk|∩{xn>0}

[
|xk|2 − |x|2

|(x′, xn)− ζ|n
− |xk|2 − |(x′,−xn)|2

|(x′,−xn)− ζ|n

]
v(ζ) dζ.
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Since (recall that |ζ| = |xk|),

∂n

[
|xk|2 − |x|2

|(x′, xn)− ζ|n
− |xk|2 − |(x′,−xn)|2

|(x′,−xn)− ζ|n

] ∣∣∣
x=0

= c|xk|−nζn,

we deduce

∂nh(0) = c|xk|−n−1

∫
∂B|xk|∩{xn>0}

ζnv(ζ) dζ ≥ c|xk|−n

∫
∂B|xk|∩{v≥c|xk|}∩{xn>0}

ζn dζ ≥ c0,

where c0 = c0(δ, β). Moreover, since h(x′, 0) = 0, it holds ∇x′h(x′, 0) = 0, and by regularity estimates
for harmonic functions (see Corollary 1.5), we have

∥D2h∥L∞(B|xk|) ≤ C|xk|−2 sup
∂B|xk|

|v| ≤ C|xk|−1.

Altogether, this yields

∂nh(x) ≥ |∇h(0)| − ∥D2h∥L∞(B|xk|)|x| ≥ c0 − C|xk|−1|x|.

This implies (3.23), and therefore, as was mentioned before, we have

v(x) ≥ c(δ, β)(xn)+ in Bε|xk| ∩ {xn > 0}.

This implies

u ≥ (α+ c(δ, β)− δτ)(xn)+ in Bε|xk|

Choose now τ ≤ c(δ,β)
2δ , so that we get

u ≥
(
α+

c(β, δ)

2

)
(xn)+ in Bε|xk|.

This, however, implies that α(R) ≥ α + c(δ, β)/2 for R = ε|xk|, which is a contradiction with the
definition of α.

Finally, we consider the opposite case, where u ≤ (xn)+. The proof has to be modified slightly, but
follows the same line of argument. First, one defines

α(R) = inf{α > 0 : u ≤ α(xn)+ in BR},

and observes that α(R) is increasing, and α = α(0+). Then, it is again straightforward to see that

u ≤ α(xn)+ + o(|x|)

like before. For the lower bound, instead of (3.22), we claim that for every β > 0 and δ ∈ (0, 1), there
is a radius r > 0 such that

u(x) ≥ (α− δ)(xn)+ in Br ∩ {xn ≥ β|x′|},

from where the argument follows basically as before. The proof of this claim goes by setting

v = (α+ τ)(xn)+ − u.

The main difference is that here, we only know that u is subharmonic in {xn > 0}, so v is superhar-
monic. However, the argument above only used that v is superharmonic (for the comparison principle).
So the proof goes through as before. □
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Proof of Proposition 3.36. Suppose that x0 ∈ {u > 0} and that ϕ ∈ C∞(Ω) touches u from below in
x0. Since u is harmonic (and smooth) in the open set {u > 0}, we get that ∆ϕ(x0) ≤ 0. The case
when ϕ touches u from above at x0 ∈ {u > 0} is analogous.

Now, it remains to verify the free boundary condition. Let us assume that 0 ∈ ∂{u > 0} and ϕ touches
u from below in 0. (The other case goes in the same way.) Let

ur(x) =
u(rx)

r
, ϕr(x) =

ϕ(rx)

r

and consider the blow-up limits ur → u0 (along subsequences) and ϕr → ϕ0.

As ϕ is smooth, we easily see that

ϕ0(x) = ∇ϕ(0) · x.

Now, we choose coordinates so that ∇ϕ(0) = |∇ϕ(0)|en.
Applying Lemma 3.37 [which is applicable since |∇ϕ(0)|xn = ϕ0(x) ≤ u0(x) in Rn (since ϕ touches u
from below at 0), and thus (by negativity of u0) also |∇ϕ(0)|(xn)+ ≤ u0(x) in Rn], we have that

u0(x) = αxn + o(|x|) in {xn > 0}

for some α ≥ 0, where clearly [since ∇ϕ(0) · x = ϕ0(x) ≤ u0(x)]

α ≥ |∇ϕ(0)|,

and therefore, also α ̸= 0.

Now, we take another blow-up of u0, obtaining v = limr↘0 u0(·r)/r, along a subsequence.

From Proposition 3.23, we have that v is a local minimizer in BR for any R > 0, while from the
asymptotics for u0, we have that

v(x) = αxn in {xn > 0}.
In particular, v = 0 on {xn = 0}, and since v is Lipschitz continuous (as a minimizer), we have that
v ≤ −Cxn = C(xn)− in {xn < 0}.
Hence, we can apply Lemma 3.37 to C−1v1{xn<0} in B1 [replacing en by −en] to obtain that for some
β ≥ 0,

v(x) = β(xn)− + o(|x|) in {xn ≤ 0}.

Note that if β ̸= 0, we have that |{v = 0} ∩ Br|/|Br| → 0, which is a contradiction to the measure
density estimates for minimizers (see Lemma 3.14). Hence, β = 0.

We then perform another blow-up for v, i.e. consider w := limr→0w(r·)/r (up to subsequences), and
obtain that w is a local minimizer in BR for any R > 0 with

w(x) = α(xn)+ in Rn.

It follows from Lemma 3.28 that α =
√
Λ, which implies that |∇ϕ(0)| ≤

√
Λ, as desired. □

Remark 3.38. Note that u is a viscosity solution to (3.20) for some Λ > 0, if and only if the function

v := Λ−1/2u is a viscosity solution to

∆v = 0 in {v > 0}, |∇v| = 1 on ∂{v > 0} ∩ Ω.

Hence, we can assume from now on without loss of generality that Λ = 1. We will write from now on
F1 =: F .
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3.8. Improvement of flatness. To prove that the regular part of the free boundary is C1,α, we will
show a so-called ”improvement of flatness theorem“. It states that near any point where the free
boundary is flat, it is actually more flat on a smaller scale. By iterating such a theorem, one can prove
that the normal vector of the free boundary exists and is Hölder continuous, which yields the C1,α

regularity of the free boundary.

Such an ”improvement of flatness“ result holds true not only for minimizers of F but actually for any
viscosity solution to (3.20) and we will also prove it in this general setting.

Definition 3.39 (Flatness). Let u : B1 → R. Let ε > 0 and ν ∈ Sn−1. We say that u is ε-flat in the
direction ν in B1, if

(x · ν − ε)+ ≤ u(x) ≤ (x · ν + ε)+ for every x ∈ B1.

Theorem 3.40 (Improvement of flatness for viscosity solutions). There are C0 > 0, ε0 > 0, σ ∈ (0, 1)
and r0 > 0, depending only on n, such that the following holds:

If u ∈ C(B1) is such that:

(a) u is non-negative and 0 ∈ ∂{u > 0},
(b) u is a viscosity solution to ∆u = 0 in {u > 0} ∩B1, |∇u| = 1 on ∂{u > 0} ∩B1,
(c) there is ε ∈ (0, ε0] such that u is ε-flat in B1, in the direction of ν ∈ Sn−1.

Then, there is ν̃ ∈ Sn−1 such that:

(i) |ν̃ − ν| ≤ C0ε,
(ii) ur0 is σε-flat in B1, in the direction ν̃ for some ν ∈ Sn−1.

Precisely, we may take ε0 = r0 and σ = Cr0, where C depends only on n.

Before we turn to the proof of Theorem 3.40, let us verify that rescalings of minimizers of F are ε-flat
near regular free boundary points. In particular, all of the considerations in the remainder of this
subsection (including Theorem 3.40) apply to those points!

Lemma 3.41. Let u ∈ H1(B1) be a local minimizer of F in B1 and x0 ∈ Reg(∂{u > 0})∩B1. Then,
for any ε > 0 there exist r > 0 and ν ∈ Sn−1 such that ur,x0 is ε-flat in B1, in the direction of ν.

Proof. By assumption, there exists a sequence rk → 0 such that urk,x0 → u0(x) = (x · ν)+ for some
ν ∈ Sn−1. Then, by Proposition 3.23(i),(ii) it holds for large enough k,

∥urk,x0 − u0∥L∞(B1) < ε, urk,x0 > 0 in {x · ν > ε}, urk,x0 = 0 in {x · ν < −ε}.

This implies that for x ∈ B1 ∩ {x · ν > −ε},

urk,x0(x) ≤ u0(x) + ε = (x · ν)+ + ε ≤ (x · ν + 2ε)+,

and for x ∈ B1 ∩ {x · ν ≤ −ε}, we trivially have

urk,x0(x) = 0 ≤ (x · ν + 2ε)+.

Analogously, one proves

urk,x0(x) ≥ (x · ν − 2ε)+,

which concludes the proof. □
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Remark 3.42. Note that if u is ε-flat in the direction ν in B1, then it holds

{u > 0} ∩B1 ⊂ {x · ν > −ε} ∩B1 and {u = 0} ∩B1 ⊂ {x · ν < ε} ∩B1.

This means that

∂{u > 0} ∩B1 ⊂ {|x · ν| < ε} ∩B1, (3.24)

i.e. the free boundary of u is flat in the sense that it is trapped between two parallel hyperplanes
with distance 2ε. It is not difficult to see that (3.24) implies that ur is ε-flat in the direction ν in
B1 for some r > 0. [Indeed, if there was urk with rk → 0 that is not ε flat, then one can show that
urk → u0 = (xn)+. From here, one derives a contradiction as in the proof of Lemma 3.41.]

Note that the property (3.24) was already crucial when proving the Lipschitz regularity of the free
boundary in the obstacle problem (see (2.26))!

The proof of Theorem 3.40 is split into several steps.

3.8.1. Partial Harnack inequality. In this section we prove the following weak version of Theorem 3.40,
which improves the flatness at a fixed scale.

Lemma 3.43. Let u be a nonnegative viscosity solution of (3.20) in B1. Then, there are ε̄ > 0 and
c ∈ (0, 1), depending only on n, such that if

0 < ε ≤ ε̄ and |σ| < 1/10,

are such that

(xn + σ)+ ≤ u(x) ≤ (xn + σ + ε)+ for every x ∈ B1,

then at least one of the following does hold:

(i) (xn + σ + cε)+ ≤ u(x) ≤ (xn + σ + ε)+ for every x ∈ B1/20,
(ii) (xn + σ)+ ≤ u(x) ≤ (xn + σ + (1− c)ε)+ for every x ∈ B1/20.

Proof. We set x̄ = en
5 and c̄ = 20n −

(
4
3

)n
, and consider the function w, defined as:

w(x) = 1 for x ∈ B1/20(x̄), w(x) = 0 for x ∈ Rn \B3/4(x̄),

w(x) = c̄(|x− x̄|−n − (3/4)−n), for every x ∈ B3/4(x̄) \B1/20(x̄).

Note that supp(w) = B3/4(x̄).

Moreover, on the annulus B3/4(x̄) \B1/20(x̄), the function w has the following properties:

(w1) ∆w(x) = 2nc̄|x− x̄|−(n+2) ≥ 2nc̄(4/3)n+2 > 0.
(w2) ∂xnw ≥ Cw > 0 in {xn < 1/10} for some Cw > 0.

We set p(x) = xn + σ. Let us consider two cases.

Case 1: Suppose that u(x̄) ≥ p(x̄) + ε/2.

Since the function u−p is harmonic and non-negative in B1/10(x̄), we can apply the Harnack inequality.
Thus,

u(x)− p(x) ≥ cHε in B1/20(x̄).

We now consider the family of functions

vt(x) = p(x) + cHεw(x)− cHε+ cHεt.
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We will prove that for every t ∈ [0, 1), we have

u(x) ≥ vt(x) in B1 (3.25)

We notice that, for t < 1 the function vt has the following properties:

(v1) vt(x) < p(x) ≤ u(x) in B1 \B3/4(x̄) (since the support of w is precisely B3/4(x̄)),
(v2) vt(x) < u(x) in B1/20(x̄) (by the choice of the constant cH),
(v3) ∆vt(x) > 0 on the annulus B3/4(x̄) \B1/20(x̄) (follows from (w1)),
(v4) |∇vt|(x) ≥ ∂xnvt(x) ≥ 1 + cHεCw > 1 in (B3/4(x̄) \B1/20(x̄)) ∩ {xn < 1/10}.

By contradiction (with (3.25)), we assume that, for some t ∈ [0, 1), the function u − vt has a local
minimum in B1 at a point x ∈ B1 with u(x)− vt(x) < 0.

By (v3) and the fact that u is a viscosity solution to ∆u = 0 in {u > 0} we have that

x /∈ {u > 0} ∩B3/4(x̄) \B1/20(x̄).

[Note that if x was in that set, then z 7→ vt(z) + (u(x) − vt(x)) would touch u from below at x, but
then the fact that u is a viscosity solution contradicts (v4).]

By (v4) and since (B1 ∩ {u = 0}) ⊂ {xn < 1/10}, and |∇u| ≤ 1 in B1 ∩ {u = 0} we have that

x /∈ ∂{u > 0} ∩ (B3/4(x̄) \B1/20(x̄)) and x /∈ (B1 \ {u > 0}) ∩ (B3/4(x̄) \B1/20(x̄)).

[Note that if x was in that set, then z 7→ vt(z) + (u(x) − vt(x)) would touch u from below at x, but
then the fact that u is a viscosity solution contradicts (v4).]

Thus we get

x /∈ B3/4(x̄) \B1/20(x̄).

By (v1) and (v2) we conclude that minx∈B1(u(x)− vt(x)) > 0 whenever t < 1, i.e. (3.25).

Thus, we obtain that u ≥ v1 on B1, i.e.

u(x) ≥ p(x) + cHεw(x) in B1.

Now, since w is strictly positive on the ball B1/20 we get that

u(x) ≥ p(x) + cε in B1/20,

which proves that property (i) holds.

Case 2: Suppose that u(x̄) < p(x̄) + ε/2. Since the function p+ ε− u is harmonic and non-negative
in the ball B1/10(x̄), we can apply the Harnack inequality, thus obtaining that

p+ ε− u ≥ cHε in B1/20(x̄).

We now consider the family of functions

vt(x) = p(x) + ε− cHεw(x) + cHε− cHt,

and, reasoning as in the previous case, we get that vt(x)+ ≥ u(x) for every t ∈ [0, 1). In particular,
since w is strictly positive on the ball B1/20, we get that

u(x) ≤ (p(x) + (1− c)ε)+ on B1/20,

which concludes the proof. □

As a direct corollary of Lemma 3.43, we obtain the following result:
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Theorem 3.44 (Partial Boundary Harnack). Let u be a nonnegative viscosity solution of (3.20) in

Br for some r > 0 such that 0 ∈ {u > 0}. Then, there are ε̄ > 0 and c ∈ (0, 1), depending only on n,
such that if a0 < b0 with

|b0 − a0| ≤ rε̄, and xn + a0 ≤ u(x) ≤ xn + b0 in Br ∩ {u > 0},

then there are a1 and b1 such that a0 ≤ a1 < b1 ≤ b0,

|b1 − a1| ≤ (1− c)|a0 − b0|, and xn + a1 ≤ u(x) ≤ xn + b1 in Br/20 ∩ {u > 0}.

Proof. First, up to a rescaling, we can assume that r = 1.

Next, note that for any continuous non-negative function u on B1, given a < b, and a set E ⊂ B1,

xn + a ≤ u(x) ≤ xn + b in E ∩ {u > 0} ⇔ (xn + a)+ ≤ u(x) ≤ (xn + b)+ in E (3.26)

If |a0| ≤ 1/10, then the result follows from Lemma 3.43. Note that since 0 ∈ {u > 0} it must be
a0 ≥ −1/10. Indeed, otherwise we could choose ε̄ > 0 small enough so that b0 < 0, which would
contradict the upper bound in the assumption.

Hence, it remains to treat the case a0 ≥ 1/10. In this case, by the assumption we know that u > 0 in
B1 ∩ {xn > −1/10}, and therefore, in particular, u is harmonic in B1/10. We denote ℓ(x) = xn + a0
and distinguish between two cases.

In case u(0) ≥ ℓ(0) + (b0 − a0)/2, we observe that h = u − ℓ is harmonic and nonnegative in B1/10.
Then, by the Harnack inequality, we obtain

b0 − a0
2

≤ h(0) ≤ ch in B1/20,

which implies that

xn + b0 ≥ u(x) ≥ ℓ(x) +
b0 − a0

2c
= xn + a0 +

b0 − a0
2c

in B1/20.

Then, the desired result follows by denoting a1 = a0 +
b0−a0
2c and b1 = b0.

In case u(0) ≤ ℓ(0) + (b0 − a0)/2, we denote h = ℓ− u+ (b0 − a0), and observe that also this function
is harmonic and nonnegative in B1/10. Then, by the Harnack inequality, we obtain

b0 − a0
2

≤ h(0) ≤ ch in B1/20,

which implies that

xn + a0 ≤ u ≤ xn + a0 + (b0 − a0)−
b0 − a0

2c
= xn + b0 −

b0 − a0
2c

in B1/20.

Then, the desired result follows by denoting a1 = a0 and b1 = b0 − b0−a0
2c . The proof is complete. □

Note that there are two main differences between Theorem 3.44 and Theorem 3.40.

• In Theorem 3.44, the flatness might not really be improved. It only implies that the rescaled
function u1/20 is 20(1− c)ε-flat in B1, but it could be 20(1− c)ε ≥ ε!

• In Theorem 3.44, the flatness direction does not change! But the improvement is only possible
if we are allowed to change the vector on each scale. Indeed, u(x) = (xn)+ is ε-flat in the
direction ν (whenever |ν − en| = ε), but for any r > 0, ur(x) = u(x) = (xn)+, thus ur cannot
be more than ε-flat in the direction ν.
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Still, Theorem 3.44 is an important result on the way to prove Theorem 3.40, since it allows us to get
compactness for sequences of flat solutions, as we will see next.

3.8.2. Convergence of flat solutions.

Lemma 3.45. Let εk → 0 and (uk) be a sequence of non-negative functions such that:

(a) uk is a viscosity solution of (3.20), i.e.

∆uk = 0 in {uk > 0} ∩B1, |∇uk| = 1 on ∂{uk > 0} ∩B1,

(b) uk is εk-flat in B1, i.e.

(xn − εk)+ ≤ uk(x) ≤ (xn + εk)+ in B1.

Then, there are ũ ∈ Cγ(B1/2 ∩ {xn ≥ 0}) with ∥ũ∥L∞(B1/2∩{xn≥0}) ≤ 1 for some γ ∈ (0, 1), and a

subsequence of

ũk : B1/2 ∩ Ωuk
→ R, ũk(x) =

uk(x)− xn
εk

,

such that the following hold true:

(i) For every δ > 0, ũk → ũ uniformly to in B1/2 ∩ {xn ≥ δ}.
(ii) The graphs

Γk = {(x, ũk(x)) : x ∈ {uk > 0} ∩B1/2} → Γ = {(x, ũ(x)) : x ∈ B1/2 ∩ {xn ≥ 0}}

converge in the Hausdorff distance in Rn+1.
(iii) ũ ∈ C(B1/2 ∩ {xn ≥ 0}) is a viscosity solution to

∆ũ = 0 in B1/2 ∩ {xn > 0}, ∂ũ

∂xn
= 0 on B1/2 ∩ {xn = 0}. (3.27)

Here, we say that ũ is a viscosity solution to (3.27) if the following hold:

• ũ is harmonic in B1/2 ∩ {xn > 0},
• If P is a polynomial touching ũ from below (above) in a point x0 ∈ B1/2 ∩ {xn = 0}, then

∂P
∂xn

(x0) ≤ 0 ( ∂P
∂xn

(x0) ≥ 0).

Proof. We first prove (i). We claim that for any x0 ∈ B1/2 ∩ {uk > 0}, ũk satisfies

|ũk(x)− ũk(x0)| ≤ C|x− x0|γ for every x ∈ B1/2(x0) ∩ {uk > 0} : |x− x0| ≥ εk/ε̄. (3.28)

To see (3.28), let us fix k, and then choose i ≥ 0 such that 1
2(1/20)

i+1 ≤ εk/ε̄ <
1
2(1/20)

i, where ε̄ is

the constant from Theorem 3.44. Let rj = (1/20)j . Then, we have εk ≤ ε̄rj for every j = 0, 1, ..., i.

Thus, for every x0 ∈ B1/2∩{uk > 0} we can apply the partial Harnack from Theorem 3.44 in Brj (x0),
for every j = 0, 1, ..., i. Thus, we get that there are

a0 ≤ a1 ≤ · · · ≤ aj ≤ · · · ≤ ai ≤ bi ≤ · · · ≤ bj ≤ · · · ≤ b1 ≤ b0

such that

|bj − aj | ≤ (1− c)j |a0 − b0| ≤ (1− c)jεk and (xn + aj)+ ≤ uk(x) ≤ (xn + bj)+ in Brj (x0),

which implies that xn + aj ≤ uk(x) ≤ xn + bj in Brj (x0) ∩ {uk > 0}, and so,

|uk(x)− xn − aj | ≤ (1− c)jεk for x ∈ Brj (x0) ∩ {uk > 0}.
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The triangle inequality implies that

|ũk(x)− ũk(x0)| =
|(uk(x)− xn − aj)− (uk(x0)− (x0)n − aj)|

εk
≤ 2(1− c)j ∀x ∈ Brj (x0) ∩ {uk > 0},

which gives the claim (3.28) by choosing j such that rj+1 < |x − x0| ≤ rj , and setting γ to be such
that (1/20)γ = 1− c.

This proves (3.28). Note that this immediately gives

|ũk(x)− ũk(y)| ≤ C|x− y|γ ∀x, y ∈ B1/2 ∩ {uk > 0} : |x− y| ≥ εk/ε̄.

First, we explain how (3.28) implies (i).

Indeed, let us fix δ > 0 and choose k so large that εk ≤ δ. Then, we have that {xn ≥ δ} ∩B1 ⊂ {uk >
0} ∩B1, which yields

• ũk is equi-bounded in {xn ≥ δ} ∩B1/2, i.e.,

−1 =
(xn − εk)− xn

εk
≤ uk(x)− xn

εk
≤ (xn + εk)− xn

εk
= 1,

• ũk is equicontinuous in {xn ≥ δ} ∩ B1/2. Indeed, for any ε > 0, let k0 ∈ N be such that

(εk/ε̄)
γ ≤ C−1ε. Then, for any k ≥ k0 it holds

|ũk(x)− ũk(y)| ≤ ε ∀x, y ∈ B1/2 ∩ {xn ≥ δ} with |x− y| ≤ (ε/C)1/γ .

Then, for k ≤ k0, we observe that since the ũk are harmonic in B1/2 ∩ {xn ≤ δ}, they are
smooth and therefore, we can find θ > 0 such that also

|ũk(x)− ũk(y)| ≤ ε ∀x, y ∈ B1/2 ∩ {xn ≥ δ} with |x− y| ≤ θ.

Thus, by Ascoli-Arzelà’s theorem, there is a subsequence converging uniformly on {xn ≥ δ} ∩B1/2 to
a Hölder continuous function ũ : {xn ≥ δ} ∩B1/2 → [−1, 1], satisfying

|ũ(x)− ũ(y)| ≤ C|x− y|γ ∀x, y ∈ B1/2 ∩ {xn ≥ δ}.

Since the above argument does not depend on δ > 0, the function ũ can be defined on the entire
half-ball {xn > 0} ∩B1/2.

Moreover, the constants C and γ do not depend on the choice of δ > 0. This implies that we can
extend ũ to a Hölder continuous function ũ : {xn ≥ 0} ∩ B1/2 → [−1, 1], still satisfying the uniform
continuity estimate

|ũ(x)− ũ(y)| ≤ C|x− y|γ ∀x, y ∈ B1/2 ∩ {xn ≥ 0}.

This yields (i).

We now prove (ii). Suppose that x̃ = (x, ũ(x)) ∈ Γ.

For every δ > 0, there is a point y ∈ B1/2 ∩ {xn > δ/2} such that |x − y| ≤ δ. (Notice that, if
x ∈ B1/2 ∩ {xn > δ/2}, then we can simply take y = x.)

Then, setting ỹ = (y, ũ(y)), we have the estimate

|x̃− ỹ|2 = |x− y|2 + |ũ(x)− ũ(y)|2 ≤ δ2 + C2δ2γ .

On the other hand, for every k such that εk ≤ δ, we have [since y ∈ {uk > 0}]

dist(ỹ,Γk) ≤ |ũ(y)− ũk(y)| ≤ ∥ũ− ũk∥L∞(B1/2∩{xn>δ/2}).
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Thus, we finally obtain the estimate

dist(x̃,Γk) ≤ |x̃− ỹ|+ dist(ỹ,Γk) ≤ (δ2 + C2δ2γ)1/2 + ∥ũ− ũk∥L∞(B1/2∩{xn>δ/2}).

Let now x̃k = (xk, ũk(xk)) ∈ Γk. Let k be such that εk/ε̄ ≤ δ/2.

Let yk ∈ {xn ≥ δ} ∩B1/2 be such that δ/2 ≤ |xk − yk| ≤ 2δ and let ỹk = (yk, ũk(yk)). Then, we have
(using also (3.28))

|x̃k − ỹk|2 = |xk − yk|2 + |ũk(xk)− ũk(yk)|2 ≤ 4δ2 + 4C2δ2γ .

Reasoning as above, we get

dist(ỹk,Γ) ≤ |ũ(yk)− ũk(yk)| ≤ ∥ũ− ũk∥L∞(B1/2∩{xn>δ/2}),

and thus

dist(x̃k,Γ) ≤ |x̃k − ỹk|+ dist(ỹk,Γ) ≤ (2δ2 + C2δ2γ)1/2 + ∥ũ− ũk∥L∞(B1/2∩{xn>δ}).

Now, since δ is arbitrary and ũk converges to ũ uniformly on {xn > δ/2} ∩B1/2, we get that

Γk → Γ converge in the Hausdorff distance.

Now, we prove (iii). Since ũk is harmonic in {uk > 0}, and since for any ball B ⊂ {xn > 0}, there is
some δ > 0 such that B ⊂ {xn > δ} ⊂ {uk > 0} for large enough k (here we are just using the flatness
assumption), the harmonicity of ũ follows from the uniform convergence ũk → ũ in B.

To see the boundary condition, let P be a polynomial touching ũ from below in a point x0 ∈ B1/2 ∩
{xn = 0}. Let us assume without loss of generality that x0 = 0.

We consider the family of polynomials

Pε(x) = P (x) +
1

ε
x2n − εxn.

In a sufficiently small neighborhood of zero, we have that Pε touches ũ strictly from below in 0.
Moreover,

∆Pε > 0 in a neighborhood of zero , ∂nPε(0) = ∂nP (0)− ε.

Thus, it is sufficient to show that for every ε > 0, we have

∂nPε(0) ≤ 0.

Let now ε > 0 be fixed. By (ii), there is a sequence of points xk ∈ {uk > 0} and constants ck → 0
such that Pε,k := Pε + ck touches ũk from below in xk and xk → x0 as k → ∞. [This is a classical
result in the theory of viscosity solutions. It can be found for instance in [FRRO24, Lemma 3.2.10].]

Since ∆Pεk(xk) > 0 and ũk is harmonic in {uk > 0} we have that necessarily xk ∈ ∂{uk > 0}
[Otherwise, Pε,k − ũk would be a subharmonic function with an interior maximum, a contradiction].

By the definition of ũk we get that the polynomial

Q(x) = εkPε,k(x) + xn

touches uk from below in xk. Since uk is a viscosity solution of (3.20), we get that

1 ≥ |∇Q(xk)|2 ≥ (1 + εk∂nPε(xk))
2 = 1 + 2εk∂nPε(xk) + ε2k |∂nPε(xk)|2 .

Here, the first estimate follows from the boundary condition of uk. Thus, we have ∂nPε(0) ≤ 0, which
concludes the proof after letting ε→ 1. □
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Lemma 3.46. Let u ∈ Cγ({xn ≥ 0} ∩ B1/2) be a viscosity solution to (3.27). Then, u ∈ C∞({xn ≥
0} ∩ B1/4) and satisfies ∂nu = 0 on B1/2 ∩ {xn = 0} in a classical sense. In particular, for any
x0 ∈ B1/4 ∩ {xn = 0} and x ∈ B1/4 ∩ {xn > 0}:

|u(x)− u(x0)− (x− x0) · a(x0)| ≤ C|x− x0|2∥u∥L∞(B1/2), (3.29)

where a(x0) = ∇u(x0) ∈ Rn with (a(x0))n = 0 satisfying |a(x0)| ≤ C∥u∥L∞(B1/2).

Proof. We consider the function w defined by

w(x′, xn) =

{
u(x′, xn), if xn ≥ 0,

u(x′,−xn), if xn ≤ 0.

We will prove that w is harmonic in B1/2. Suppose that P is a polynomial touching w strictly from
below at a point x0 ∈ {xn = 0}. prove that ∆P (x0) ≤ 0 in order to deduce that w is harmonic.

We first notice that since w(x′, xn) = w(x′,−xn) then also the polynomial P (x′,−xn) touches w
strictly from below at x0 and, as a consequence, so does the polynomial

Q(x′, xn) =
P (x′, xn) + P (x′,−xn)

2
,

which satisfies

∆Q = ∆P and ∂nQ = 0 on {xn = 0}.
Consider the polynomial

Qε(x) = Q(x) + εxn.

Then there exist cε ≤ 0 with cε → 0 such that Qε + cε touches w from below at a point xε and we
have that xε → x0 as ε→ 0 by [FRRO24, Lemma 3.2.10]. We notice that necessarily xε ∈ {xn ≥ 0}.
Moreover, we can rule out the case xε ∈ {xn = 0} since by assumption on u, in this case

0 ≥ ∂n[Qε(xε) + cε] = ∂nQ(xε) + ε = ε,

which is impossible. Thus xε ∈ {xn > 0} and since w is harmonic in {xn > 0} we get that

0 ≥ ∆Qε(xε) = ∆Q(xε).

Passing to the limit as ε→ 0, we obtain that ∆P (x0) = ∆Q(x0) ≤ 0, which yields that w is harmonic
in the viscosity sense. In particular, w is harmonic in the classical sense, and thus, ∂nu = 0 in the
classical sense. [It is easy to see that the solution in (1.4) is also the unique viscosity solution to
the Dirichlet problem.] Moreover, the estimate (3.29) follows immediately from Hessian and gradient
estimates for w (see Corollary 1.5), where a(x0) = ∇u(x0). □

3.8.3. Improvement of flatness. We are now in a position to conclude the proof of Theorem 3.40.

Proof of Theorem 3.40. Let C0 and r0 to be chosen later. We prove the result by contradiction.

Let εk → 0 and uk ∈ C(B1) be such that (a), (b), and (c) hold true with εk, i.e. uk ≥ 0 with
0 ∈ ∂{uk > 0}, uk solve (3.20), and are εk flat in the direction en, i.e.

(xn − εk)+ ≤ uk(x) ≤ (xn + εk)+ in B1.

Finally, we assume by contradiction that, there are no n ∈ N and ν ∈ Sn−1 satisfying

(i) |ν − en| ≤ C0ε,
(ii) (uk)r0 is σε-flat in B1, in the direction ν.



90 MARVIN WEIDNER

By Lemma 3.45 we have that the sequence

ũk(x) =
uk(x)− xn

εk
for x ∈ B1 ∩ {uk > 0},

converges in B1/2 to a smooth function

ũ : B1/2 ∩ {xn ≥ 0} → [−1, 1]

that satisfies (3.27). Note that

ũ(0) = 0 and ∂nũ(0) = 0.

We set

νi := ∂iũ(0), for every i = 1, . . . , n− 1 ; ν ′ := (ν1, . . . , νn−1) ∈ Rn−1.

Then, by Lemma 3.46 applied with x0 = 0, we have for some C > 0

|ũ(x)− x′ · ν ′| ≤ C|x|2 in B1/4 ∩ {xn ≥ 0}.

We can rewrite this estimate as follows:

ν ′ · x′ − C|x|2 ≤ ũ(x) ≤ ν ′ · x′ + C|x|2 in B1/4 ∩ {xn ≥ 0}.

We now fix r ≤ 1/4. Since by Lemma 3.45 the graph Γk of ũk converges in the Hausdorff distance to
the graph Γ of ũ, we have that for k large enough

ν ′ · x′ − 2Cr2 ≤ ũk(x) ≤ ν ′ · x′ + 2Cr2 in Br ∩ {uk > 0}.

Using the definition of ũk we can rewrite this as follows:

xn + εkν
′ · x′ − εk2Cr

2 ≤ uk(x) ≤ xn + εkν
′ · x′ + εk2Cr

2 in Br ∩ {uk > 0}. (3.30)

We define the new flatness direction ν as follows:

ν :=
1√

1 + ε2k|ν ′|2
(εkν

′, 1) ∈ Sn−1.

We next estimate the distance between ν and en. Since they are both unit vectors, we have

|ν − en|2 = 2(1− ν · en) = 2

1− 1√
1 + ε2k|ν ′|2

 .

Notice that the following elementary inequality holds:

1− 1√
1 +X

≤ 2X for every − 1/2 < X < 1/2. (3.31)

Note that X := ε2k|ν ′|2 ≤ ε2k∥∇ũ∥L∞(B1/4) ≤ cε2k ≤ 1/2 for k large enough by Lemma 3.46, and

therefore we can estimate

|ν − en|2 ≤ 4|ν ′|2ε2k ≤ 4c2ε2k,

which proves that ν satisfies (i), once we choose C0 = 2c.

Using again (3.31) and the fact that

0 ≤ uk ≤ εk + r in Br,
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which follows by the non-negativity and the εk-flatness of uk, we get that

uk − 4c2ε2k(r + εk) ≤
uk√

1 + ε2k|ν ′|2
≤ uk in Br.

Thus, dividing (3.30) by
√
1 + ε2k|ν ′|2, we get that

ν · x− εk2Cr
2√

1 + ε2k|ν ′|2
≤ uk√

1 + ε2k|ν ′|2
≤ ν · x+

εk2Cr
2√

1 + ε2k|ν ′|2
,

and therefore

x · ν − 2Cεkr
2 ≤ uk(x) ≤ x · ν + (4c2ε2k(r + εk) + 2Cεkr

2) in Br ∩ {uk > 0}.

We get that for r0 ∈ (0, 1) small enough and εk ≤ ε0 ≤ r0, it holds for any r ≤ r0 and σ = C ′r0 ∈ (0, 1),
where C ′ = 2C + 4c2:

x · ν − εkr0σ ≤ uk(x) ≤ x · ν + εkr0σ in Br0 ∩ {uk > 0},

and so the vector ν satisfies (i) and (ii), in contradiction with the initial assumption. □

3.9. C1,α regularity of flat free boundaries. In the last subsection (see Theorem 3.40), we have
established an improvement of flatness scheme for viscosity solutions to the Alt-Caffarelli problem
(3.20). We have shown that when u is such that 0 ∈ ∂{u > 0} and u is ε-flat in the direction ν in B1

(for ε > 0 small enough), i.e.

(x · ν − ε)+ ≤ u(x) ≤ (x · ν + ε)+ in B1,

then ur0 is σε-flat in the direction ν̃ in B1 with |ν − ν̃| ≤ C0ε, i.e.

(x · ν − r0σε)+ ≤ u(x) ≤ (x · ν + r0σε)+ in Br0 .

Such an improvement of flatness scheme can be iterated. This leads to various consequences, which
we will discuss in the current section, namely

• uniqueness of blow-ups near flat points
• C1,α regularity of the free boundary near flat points.

All of these results hold true for viscosity solutions. However, we will prove them only for minimizers of
F , since the proofs are slightly shorter. [The proof of the C1,α regularity requires Lipschitz regularity
and nondegeneracy near flat points, which we already know for minimizers!]

First, we prove the uniqueness of blow-ups.

Lemma 3.47. Let u ∈ H1(B1) be a local minimizer of F in B1. Then, there are ε0 ∈ (0, 1) and
c > 0, such that if ε ∈ (0, ε0) is such that

(xn − ε)+ ≤ u(x) ≤ (xn + ε)+ in B1, (3.32)

then for every x0 ∈ ∂{u > 0} ∩Bε, there is a unique νx0 ∈ Sn−1 such that for any r ≤ 1
2 ,

∥ur,x0 − ux0∥L∞(B1) ≤ crγ , where ux0(x) = (x · νx0)+.

Here, γ ∈ (0, 1) is such that σ = rγ0 , where r0 and σ are the constants from Theorem 3.40, and ε0 and
c depend only on r0, n.
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Proof. By scaling, we have that ur,x0 is a local minimizer of F in B1 with 0 ∈ ∂{ur,x0 > 0} for any
r ≤ 1

2 . Moreover, by (3.32), we have for any x0 ∈ Bε and x ∈ B1,

u1/2,x0
(x) = 2u(x0 + x/2) ≤ (xn + 2x0 · en + 2ε)+ ≤ (xn + 4ε)+.

An analogous argument yields a corresponding lower bound. Hence, upon choosing ε0 ≤ r0/4 small
enough, and due to Proposition 3.36, we can apply Theorem 3.40 to u1/2,x0

, and then, iteratively to
urk0/2,x0

=: uk for any k ∈ N, where r0 > 0 is as in Theorem 3.40.

This yields the existence of νk ∈ Sn−1 such that

|νk − νk+1| ≤ C0ε0σ
k, (x · νk − ε0σ

k)+ ≤ uk(x) ≤ (x · νk + ε0σ
k)+ ∀x ∈ B1.

In particular, (νk) is a Cauchy sequence: For any m ≥ k

|νk − νm| ≤
m−1∑
j=k

|νj − νj+1| ≤ C0ε0

∞∑
j=k

σj =
C0ε0
1− σ

σk.

Hence, there is ν∞ ∈ Sn−1 such that

ν∞ = lim
k→∞

νk, |νk − ν∞| ≤
∞∑
j=k

|νj − νj+1| ≤
C0ε0
1− σ

σk.

Thus,

|x · ν∞ − (x · νk ± ε0σ
k)| ≤ Cε0σ

k in B1,

which implies that

∥ux0 − uk∥L∞(B1) ≤ Cε0σ
k, where ux0(x) = (x · ν∞)+.

To conclude the proof, let us now fix r ≤ 1
2 and take k ∈ N such that rk+1

0 /2 ≤ r ≤ rk0/2.

Observe that

ur,x0(x) =
rk0
2r
uk

(
2r

rk0
x

)
= (uk) 2r

rk0

(x),

and therefore, we have(
x · νk − ε0σ

k r
k
0

2r

)
+

≤ ur,x0(x) ≤
(
x · νk + ε0σ

k r
k
0

2r

)
+

in B1.

Thus, using that
rk0
2r ≤ r−1

0 , we deduce that for any x ∈ B1,

|ur,x0(x)− uk(x)| ≤ |ur,x0(x)− (x · νk + ε0σ
k)+|+ |ur,x0(x)− (x · νk − ε0σ

k)+| ≤ (1 + r−1
0 )ε0σ

k.

Let us now choose γ > 0 such that rγ0 = σ. Then, we get by combination of the previous estimates

∥ur,x0 − ux0∥L∞(B1) ≤ ∥ux0 − uk∥L∞(B1) + ∥ur,x0 − uk∥L∞(B1) ≤ Cε0σ
k = Cε0r

γk
0 ≤ Cε0r

γ ,

as desired. □

We are now in a position to prove the regularity of the free boundary near flat free boundary points.
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Theorem 3.48. Let u ∈ H1(B1) be a local minimizer of F in B1 and 0 ∈ ∂{u > 0}. Then, there is
ε ∈ (0, 1) such that if

(xn − ε)+ ≤ u(x) ≤ (xn + ε)+ in B1,

then ∂{u > 0} is C1,α in Bρ for any α ∈ (0, 12). Here, ε, ρ depend only on n and ∥u∥C0,1(B1).

Proof. The proof is split into several steps.

Step 1: quantitative improvement of flatness
We prove that for every x0 ∈ ∂{u > 0} ∩Bε, the free boundary is flat near x0 in the sense that there
are C > 0 and r0 > 0 such that for any r ≤ r0 it holds

{x · νx0 > Crγ} ∩B1 ⊂ {ur,x0 > 0} ∩B1, {x · νx0 < −Crγ} ∩ {ur,x0 > 0} ∩B1 = ∅. (3.33)

In other words:

∂{ur,x0 > 0} ∩B1 ⊂ {|x · νx0 | ≤ Crγ}.

Here, γ, r0, νx0 , ε0 are as in Lemma 3.47. Let us assume ε < ε0.

[Note that the relation between the rescaling r and the flatness Crγ is much more explicit than in the
proof of the Lipschitz regularity of the free boundary for the obstacle problem (see (2.25)). This will
allow us to prove directly that the free boundary is C1,α without employing any boundary Harnack
principle.]

The first inclusion follows immediately from Lemma 3.47, which implies

ur,x0(x) ≥ ((x · νx0)+ − crγ)+ in B1.

We prove the second inclusion by contradiction. Assume that there is y ∈ B1 such that

ur,x0(y) > 0 and y · νx0 < −Crγ .

Then, by the nondegeneracy of u (see Proposition 3.12), we have for ρ = Crγ/2 (since for x ∈ Bρ(y/2)
it holds 0 ≤ ux0(x) ≤

y
2 · νx0 + ρ ≤ 0, i.e. ux0(x) = 0, and u2r,x0(y/2) =

1
2ur,x0(y) > 0 by assumption)

∥u2r,x0 − ux0∥L∞(Bρ(y/2)) = ∥u2r,x0∥L∞(Bρ(y/2)) ≥ cρ =: c1Cr
γ .

On the other hand, if we choose r0 > 0 so small that Crγ0 ≤ 1, we deduce from Lemma 3.47,

∥u2r,x0 − ux0∥L∞(Bρ(y/2)) ≤ ∥u2r,x0 − ux0∥L∞(B1) ≤ c2r
γ .

This yields a contradiction if we choose C > c2
c1
. Hence, we have shown (3.33).

Step 2: Hölder continuity of νx0

Next, we prove that the map x0 7→ νx0 is Hölder continuous in ∂{u > 0} ∩ Bε, i.e. that there are
C > 0 and α ∈ (0, 1) such that

|νx0 − νy0 | ≤ C|x0 − y0|α ∀x0, y0 ∈ ∂{u > 0} ∩Bε. (3.34)

This claim follows by a combination of the Lipschitz regularity of u (see Theorem 3.9) and Lemma 3.47.
Indeed, by the Lipschitz regularity, for r := |x0 − y0|1−α ≤ 1/2 (to guarantee r ≤ 1/2, we can choose
ε smaller), it holds

∥ur,x0 − ur,y0∥L∞(B1) = r−1∥u(x0 + r·)− u(y0 + r·)∥L∞(B1)

≤ r−1∥u∥C0,1(B1)|x0 − y0| ≤ c|x0 − y0|α.



94 MARVIN WEIDNER

Set now α = γ
1+γ , which yields rγ = |x0 − y0|α. We apply Lemma 3.47, which yields

∥ux0 − uy0∥L∞(B1) ≤ ∥ur,x0 − ux0∥L∞(B1) + ∥ur,x0 − ur,y0∥L∞(B1) + ∥uy0 − ur,y0∥L∞(B1)

≤ c|x0 − y0|α.
Finally, this implies (3.34), since (by symmetry)

|νx0 − νy0 | = c∥x · νx0 − x · νy0∥L2(B1)

= 2c∥(x · νx0)+ − (x · νy0)+∥L2(B1)

≤ c∥(x · νx0)+ − (x · νy0)+∥L∞(B1)

= c∥ux0 − uy0∥L∞(B1) ≤ C|x0 − y0|α.

Step 3: Lipschitz continuity of the free boundary
By Step 1, for any δ > 0, there is R > 0 (chosen such that CRγ ≤ δ) such that{

u > 0 in C+
δ (x0, νx0) ∩BR(x0),

u = 0 in C−
δ (x0, νx0) ∩BR(x0),

∀x0 ∈ ∂{u > 0} ∩BR,

where we define
C±
δ (x0, νx0) := {x ∈ Rn : ±νx0 · (x− x0) > δ|x− x0|}.

In fact, if x ∈ C±
δ (x0, νx0) ∩BR(x0), then we have

± x− x0
|x− x0|

· νx0 > δ ≥ CRγ ≥ C|x− x0|γ ,

and by Step 1, this implies

u(x) = u|x−x0|,x0

(
x− x0
|x− x0|

)
|x− x0| > 0 (resp. = 0).

This already implies Lipschitz continuity of the free boundary, since the uniform cone condition is
verified.

Let us now assume without loss of generality that ν0 = en. We would like to find ρ > 0 such that
∂{u > 0} ∩Bρ can be written as the graph of a Lipschitz function g in the xn-direction, i.e.

∂{u > 0} ∩Bρ = {(x′, xn) : g(x′) = xn} ∩Bρ.

Then, by Step 2, we have for x0 ∈ Bρ that |νx0 − en| ≤ cρα ≤ δ, if we choose ρ ≤ ε small enough,
depending on δ. It is easy to see that implies

C±
2δ(x0, en) ⊂ C±

δ (x0, νx0) ∀x0 ∈ Bε.

[If x ∈ C+
2δ(x0, en), then νx0 ·(x−x0) = en·(x−x0)+(νx0−en)·(x−x0) ≥ 2δ|x−x0|−δ|x−x0| = δ|x−x0|.]

Hence, we can write the free boundary as a graph in the xn direction in Bρ.

Step 4: C1,α regularity of the free boundary
It is easy to see that g is differentiable in B′

ρ with

∇g(x′0) = (νx0)
′/(νx0)n.

Indeed, for x′ ∈ B′
ρ and x ∈ ∂{u > 0} ∩ Bρ, by the definition of g and by Step 1 [applied again with

u(x) = u|x−x0|,x0
((x− x0)/|x− x0|)],

|(g(x′)− g(x′0))(νx0)n + (x′ − x′0) · ν ′x0
| = |(x− x0) · νx0 | ≤ c|x− x0|1+γ .

Hence, g ∈ C1,α(B′
ρ) follows immediately from Step 2. This shows that ∂{u > 0} ∈ C1,α(Bρ).
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Note that γ ∈ (0, 1) was chosen such that σ = rγ0 , where r0 was as in Theorem 3.40. Since Theorem 3.40
becomes weaker if r0 becomes smaller, we can choose γ ∈ (0, 1) as close to one as we like. Since
α = γ

1+γ , this means we can choose any α ∈ (0, 12). □

We have the following corollary:

Corollary 3.49. Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of F in Ω. Then, for every regular
point x0 ∈ Reg(∂{u > 0}) ⊂ Ω, the blow-up ux0 is unique and there is a neigborhood U such that
∂{u > 0} ∩ U is a C1,α manifold for every α ∈ (0, 12).

Proof. By Lemma 3.41, any regular point x0 is a flat point for an appropriate rescaling of u. Hence,
Theorem 3.48 and Lemma 3.47 imply the desired result. □

3.10. Higher regularity of the free boundary. As for the obstacle problem, one can also show
that the free boundary is C∞ near regular points of the Alt-Caffarelli problem.

Theorem 3.50. Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of F in Ω. Then, for any k ∈ N and
α ∈ (0, 1), every regular point x0 ∈ Reg(∂{u > 0}) ⊂ Ω has a neigborhood U such that ∂{u > 0} ∩ U
is a Ck,α manifold.

We will not give a detailed proof of this result in this lecture. We need the following lemma:

Lemma 3.51. Let ∂Ω ∈ C1,α for some α ∈ (0, 1) and u be a solution to
∆u = 0 in Ω ∩B1,

u = 0 on ∂Ω ∩B1,

|∇u| = 1 on ∂Ω ∩B1.

Moreover, assume that ∂nu ≥ δ > 0 in Ω∩B1 from some δ > 0. Then, for any i ∈ {1, . . . , n− 1}, the
function w = ∂iu

∂nu
is a solution to{

div
(
(∂nu)

2∇w
)

= 0 in Ω ∩B1,

∂νw = 0 on ∂Ω ∩B1.

[Note that since ∂Ω ∈ C1,α, the condition |∇u| = 1 holds in the classical sense up to the boundary
since one can prove that solutions are C1,α up to the boundary in this case, see also Lemma 3.52
below.]

When ∂Ω ∈ C1,α, then we need to interpret the boundary condition for w in the weak sense. For
simplicity, we will assume from now on that ∂Ω ∈ C3,α, since in this case, the equation for w can be
verified in the strong sense.

Proof. We write ui := ∂iu. Since u is harmonic, also ui is harmonic for any i = 1, . . . , n. Hence, we
compute

0 = ∆(ui) = ∆(unw) = (∆un)w + 2∇un · ∇w + un(∆w) = 2∇un · ∇w + un(∆w) = div(u2n∇w)u−1
n .

Next, we derive the boundary condition. First, using that on ∂Ω, it holds ν(x) = ∇u(x)
|∇u(x)| = ∇u(x), we

see that

τ(x) := un(x)ei − ui(x)en = νn(x)ei − νi(x)en ⊥ ν(x),
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i.e. τ(x) is tangential to the boundary of Ω at x ∈ ∂Ω. [Indeed, τ(x) ·ν(x) = νn(x)νi(x)−νi(x)νn(x) =
0.] Hence, it holds

∂νw = ∇u · ∇w = u−1
n ∇u · ∇ui − u−2

n ui∇u · ∇un

= u−2
n ∇u · (un∇ui − ui∇un) = u−2

n ∇u · (∂τ(x)∇u) =
1

2
u−2
n ∂τ(x)(|∇u|2) = 0,

where we used that |∇u| ≡ 1 on ∂Ω in the last step.
(Note that we are assuming in the proof that u ∈ C2,α at ∂Ω. This is only true once ∂Ω ∈ C3,α.
Hence, one has to derive the boundary condition in the weak sense, in general. We will not pursue
this refinement here.) □

We recall the following lemma about Schauder theory for equations in divergence form with Neumann
condition up to the boundary. In a sense, this result plays the same role (and is of similar type) as
the higher order boundary principle from Theorem 2.45.

Lemma 3.52. Let k ∈ N ∪ {0} and α ∈ (0, 1), and Ω be a Ck,α domain. Let a ∈ Ck−1,α(Ω ∩ B1) be
such that λ−1 ≤ a(x) ≤ λ for some λ > 0. Let w ∈ L∞(Ω ∩B1) be a (weak) solution to{

div(a(x)∇w(x)) = 0 in Ω ∩B1,

∂νw(x) = 0 on ∂Ω ∩B1,
or

{
div(a(x)∇w(x)) = 0 in Ω ∩B1,

w(x) = 0 on ∂Ω ∩B1.

Then, w ∈ Ck,α(Ω ∩B1/2) and we have the following estimate

∥w∥Ck,α(Ω∩B1/2)
≤ C∥w∥L∞(Ω∩B1),

where C > 0 depends only on n, λ, k, α, Ω, and ∥a∥Ck−1,α(Ω∩B1)
.

We will not prove this result. It is standard in regularity theory, see for instance [GT01, Chapter 6]
for the result on the Dirichlet problem. The result on the Neumann problem is hard to find. It is
contained for instance in [ADN59, Section 9].

Proof of Theorem 3.50. Without loss of generality, we assume x0 = 0. Let us denote Ω = {u > 0}.
We have seen that u ≥ 0 is a viscosity solution to

∆u = 0 in Ω ∩B1,

u = 0 on ∂Ω ∩B1,

|∇u| = 1 on ∂Ω ∩B1.

Since 0 is a regular free boundary point, it holds that ∂Ω ∈ C1,α in a neighborhood of zero. In
particular, by Lemma 3.52, u ∈ C1,α is a classical solution in this neighborhood (the gradient exists
in the classical sense at ∂Ω ∩ B1). Without loss of generality, let us assume that this neighborhood
coincides with B1. Moreover, we assume that we can parametrize Ω ∩B1 = {x ∈ B1 : xn < g(x′)} for
some g ∈ Ck,α(B′

1) in such a way that ν(0) = en, where ν(x) denotes the (inward) normal vector of
∂Ω at x ∈ ∂Ω.

Next, we claim that for some λ > 0 and r0 > 0

un ≥ λ > 0 in Ω ∩Br0 . (3.35)

This property follows from the Hopf lemma, which yields ∂νu > 0 on ∂Ω ∩ B1/2 and therefore in
particular un(0) = ∂ν(0)(0) = c0 > 0 for some c0 > 0. Moreover, since un ∈ Cα, we get (3.35) for some
small enough r0 > 0.
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We will assume from now on, without loss of generality, that r0 = 1
2 . With these properties at hand,

we will prove the following claim for any k ∈ N:

If ∂Ω ∩B1 ∈ Ck,α, then ∂Ω ∩B1/4 ∈ Ck+1,α. (3.36)

First, we note that since ∂Ω∩B1 ∈ Ck,α and u solves the Dirichlet problem in Ω∩B1, by Lemma 3.52,
it must be u ∈ Ck,α(Ω ∩B1/2) with

∥un∥Ck−1,α(Ω∩B1/2)
≤ ∥u∥Ck,α(Ω∩B1/2)

≤ C∥u∥L∞(Ω∩B1). (3.37)

Then by Lemma 3.51 we have that for any i ∈ {1, . . . , n− 1}, the function w = ui
un

is a solution to{
div(u2n∇w) = 0 in Ω ∩B1,

∂νw = 0 on ∂Ω ∩B1,

and again by (3.35) and due to (3.37), we can apply Lemma 3.52 (with Neumann data) to deduce
that w ∈ Ck,α(Ω ∩B1/4).

Since the normal vector ν to ∂Ω = ∂{u > 0} can be represented as follows [see the proof for the
obstacle problem]

νi(x) =
ui(x)

|∇u(x)|
=

ui(x)/∂nu(x)√
1 +

∑n−1
j=1 (uj(x)/un(x))

2
, i = 1, . . . , n,

the regularity of w implies that ν ∈ Ck,α(∂Ω ∩ B1/4), and hence we have ∂Ω ∩ B1/4 ∈ Ck+1,α. This
proves (3.36). By a bootstrap argument, we conclude the proof. □

There are several other ways to prove this result, although most of them are not well documented in
the literature.

• Hodograph transform (see [KN77]),
• Higher order version of improvement of flatness (see [DSFS19]),
(don’t trap the free boundary between hyperplanes, but approximate it via polynomials)

• The proof we have presented above is a modifcation of the approach in [DSS15a] for the thin
Alt-Caffarelli problem.

3.11. Homogeneity of blow-ups and their classification. Recall Definition 3.26, where we have
decomposed the free boundary into its regular and its singular part

∂{u > 0} = Reg(∂{u > 0}) ∪ Sing(∂{u > 0}).

Here, Reg(∂{u > 0}) denotes the set of all points x0 at which there exists a blow-up u0 of u at x0 of
the form

u0(x) =
√
Λ(x · ν)+,

and we have seen that near points x0 ∈ Reg(∂{u > 0}), the free boundary is C1,α (see Corollary 3.49).

Moreover, we have shown that ∂∗{u > 0} ⊂ Reg(∂{u > 0}), which provides a nice geometric charac-
terization of the regular set.

As for the obstacle problem, the next natural question is to investigate whether the singular set is in
general small, which would imply that the free boundary is mostly smooth. In the obstacle problem,
we have seen that the singular set is in general not small, but might be (n − 1)-dimensional (see
Theorem 2.59). This is fundamentally different for the Alt-Caffarelli problem, where we have already
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shown by rather elementary tools that the singular set is negligible (see Proposition 3.33) in the
following sense:

Hn−1(Sing(∂{u > 0})) = 0.

It is a very natural question, whether the estimate on the smallness of the singular set can be improved
even further. To do so, a very fine analysis of blow-ups is required.

A major result in this context is the homogeneity of blow-ups, which can be established via a mono-
tonicity formula, in the same spirit as for the obstacle problem.

The following result is due to Weiss (see [Wei99b]).

We define for u ∈ H1(B1), the Weiss’ energy by

WΛ(u; r) :=
1

rn

∫
Br

|∇u|2dx+
Λ

rn
|{u > 0} ∩Br| −

1

rn+1

∫
∂Br

u2dx.

We show the monotonicity of the Weiss’ energy.

Lemma 3.53 (Weiss’ monotonicity formula). Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of FΛ

in Ω. Let 0 ∈ ∂{u > 0} ∩ Ω. Then the quantity

WΛ(ur) :=WΛ(u; r) =
1

rn

∫
Br

|∇u|2 + Λ

rn
|{u > 0} ∩Br| −

1

rn+1

∫
∂Br

u2

is monotone non-decreasing in r, and for a.e. r ∈ (0, dist(0, ∂Ω)):

d

dr
WΛ(ur) =

1

r

∫
∂B1

|x · ∇ur − ur|2 ≥ 0.

Proof. The fact that WΛ(ur) is non-decreasing will follow once we show that ∂rWΛ(ur) ≥ 0 for a.e. r,
since the map r 7→WΛ(ur) is locally absolutely continuous due to the Lipschitz continuity of u.

Let zr be the 1-homogeneous extension of ur, defined as

zr(x) := |x|ur(x/|x|).
Note that zr = ur on ∂B1.

We differentiate each term:

d

dr

(
1

rn

∫
Br

|∇u|2dx
)

= − n

rn+1

∫
Br

|∇u|2dx+
1

rn
d

dr

∫ r

0

∫
∂Bt

|∇u|2dxdt

= − n

rn+1

∫
Br

|∇u|2dx+
1

rn

∫
∂Br

|∇u|2dx

= − n

rn+1

∫
Br

|∇u|2dx+
1

r

∫
∂B1

|∇ur|2dx.

Next, we compute

d

dr

(
1

rn+1

∫
∂Br

u2dx

)
=

d

dr

(
1

r2
1

rn−1

∫
∂Br

u2dx

)
= − 2

r3
1

rn−1

∫
∂Br

u2dx+
1

r2
d

dr

(
1

rn−1

∫
∂Br

u2dx

)
= − 2

rn+2

∫
∂Br

u2dx+
1

r2
d

dr

(∫
∂B1

u(rx)2dx

)
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= − 2

rn+2

∫
∂Br

u2dx+
1

r2

∫
∂B1

u(rx)x · ∇u(rx)dx

= − 2

rn+2

∫
∂Br

u2dx+
2

r

∫
∂B1

ur(x)[x · ∇ur(x)]dx.

Moreover, we have by homogeneity |{zr > 0} ∩B1| = n−1Hn−1({zr > 0} ∩ ∂B1), and thus

d

dr

(
1

rn
|{u > 0} ∩Br|

)
= − n

rn+1
|{u > 0} ∩Br|+

1

rn
Hn−1({u > 0} ∩ ∂Br)

= −n
r
|{ur > 0} ∩B1|+

1

r
Hn−1({ur > 0} ∩ ∂B1)

= −n
r
|{ur > 0} ∩B1|+

n

r
|{zr > 0} ∩B1|.

The latter computation suggests to compute the Weiss energy of zr. To do so, we employ polar
coordinates to write zr(ρ, θ) = ρzr(1, θ) and calculate

W0(zr) =

∫
B1

|∇zr|2dx−
∫
∂B1

z2rdx

=

∫ 1

0
rn−1

∫
∂B1

zr(1, θ)
2 + |∇θzr(1, θ)|2dθdr −

∫
∂B1

z2rdx

=
1

n

∫
∂B1

|∇θzr|2dθ −
n− 1

n

∫
∂B1

zr(1, θ)
2dθ

=
1

n

∫
∂B1

(|∇ur|2 − (x · ∇ur)2)dx− n− 1

n

∫
∂B1

u2rdx.

In the last step, we used again that zr = ur on ∂B1, as well as the following decomposition of the
gradient into its radial and spherical part:

|∇ur(x)|2 = (x · ∇ur(x))2 + |∇θzr(x)|2 in ∂B1.

Thus, by the previous line and the definition of W0(ur) [this line is actually trivial!]

n

r
(W0(zr)−W0(ur)) +

1

r

∫
∂B1

|x · ∇ur − ur|2dx

=
1

r

∫
∂B1

|∇ur|2 − (x · ∇ur)2dx− n− 1

r

∫
∂B1

u2rdx− n

rn+1

∫
Br

|∇u|2 + n

rn+2

∫
∂Br

u2dx

+
1

r

∫
∂B1

(x · ∇ur)2 − ur2(x · ∇ur) + u2rdx

= − n

rn+1

∫
Br

|∇u|2 + 1

r

∫
∂B1

|∇ur|2 +
2

rn+2

∫
∂Br

u2 − 2

r

∫
∂B1

ur(x · ∇ur)

=
d

dr

(
1

rn

∫
Br

|∇u|2dx− 1

rn+1

∫
∂Br

u2dx

)
=

d

dr
W0(ur).

Here, in the second-to last step, we have used the first two computations from above.

Note that, since ur is a minimizer of FΛ in B1 and zr = ur on ∂B1 is a competitor, we have

WΛ(zr)−WΛ(ur) ≥ 0.
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Hence, altogether,

d

dr
WΛ(ur)−

1

r

∫
∂B1

|x · ∇ur − ur|2dx

=
n

r
(W0(zr)−W0(ur)) +

n

r
Λ(|{zr > 0} ∩B1| − |{ur > 0} ∩B1|)

=
n

r
(WΛ(zr)−WΛ(ur))

≥ 0,

as we claimed. □

As a consequence of the Weiss’ monotonicity formula, we deduce that blow-up limits of u are 1-
homogeneous functions.

Lemma 3.54. Let Ω ⊂ Rn and u ∈ H1(Ω) be a local minimizer of FΛ in Ω. Let x0 ∈ ∂{u > 0} ∩ Ω.
Then, every blow-up u0 of u at x0 is 1-homogeneous, i.e. u0(x) = |x|u0(x/|x|).

Proof. Without loss of generality, take x0 = 0. Let urk → u0 for some rk → 0. By Proposition 3.23,
urk → u0 strongly in H1, and locally uniformly, and 1{urk

>0} → 1{u0>0}.

Hence, we have for any R > 0

WΛ(u0;R) = lim
k→∞

WΛ(urk ;R) = lim
k→∞

WΛ(u; rkR) =WΛ(u; 0+),

where the existence of the last limit follows from the monotonicity proved in Lemma 3.53.

In particular, R 7→WΛ(u0;R) is constant, and therefore, by Lemma 3.53,

0 =
d

dr
WΛ(u0;R) =

1

R

∫
∂B1

|x · ∇(u0)R − (u0)R|2.

Since R > 0 is arbitrary, this implies u0 = x · ∇u0 in Rn, which implies that u0 is 1-homogeneous by
the same argument as in the proof of Proposition 2.16. □

The homogeneity of blow-ups allows us to classify all blow-ups in 1D and in 2D. Note that this result
is a major difference to the obstacle problem!

Theorem 3.55. Let u be a 1-homogeneous local minimizer of FΛ in (−R,R) ⊂ R for any R > 0.

Then, u(x) =
√
Λx±.

Proof. Any nonnegative 1-homogeneous function in 1D is of the form

u(x) = αx+ + βx−.

By the density estimates in Lemma 3.14, it must be either β = 0 or α = 0. We assume without loss
of generality that β = 0. Then, {u > 0} = (0,∞), and by Lemma 3.28 it must be α =

√
Λ. □

Theorem 3.56. Let u be a 1-homogeneous local minimizer of FΛ in BR ⊂ R2 for any R > 0. Then,
u(x) =

√
Λ(x · ν)+ for some ν ∈ S1.

Proof. Since u is 1-homogeneous, we can write u(x) = rh(θ), where h(θ) = u(θ) for any θ ∈ Sn−1.

Moreover, {h > 0} ⊂ Sn−1 is open by the continuity of u, and therefore it can be written as a countable
union of disjoint arcs {Ii}.
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Moreover, since u is a minimizer, we have for (r, θ) ∈ {u > 0} [recall ∆u = ∂rru+
n−1
r ∂ru+r

−2∆Sn−1u
with n = 2],

0 = ∆u(r, θ) = ∂rr(rh(θ)) + r−1∂r(rh(θ)) + r−1∂θθh(θ) = r−1(h(θ) + h′′(θ)) in {u > 0}.

This means that for any i, we have 
−h′′ = h in Ii,

h > 0 in Ii,

h = 0 on ∂Ii.

By well-known properties for eigenfunctions of the Laplacian in 1D, this implies that (up to a trans-
lation) Ii = (0, π) and h(θ) = a sin(θ) for some a > 0, i.e. there are at most two arcs. However, since
u(0) = 0, and by the density estimates from Lemma 3.14 it cannot be isolated point, and it must be

|{h > 0} ∩ Sn−1| < |Sn−1|.

Thus, there is only one arc, and we can write

u(x) = a(x · ν)+.

By Lemma 3.28, we conclude that it must be a =
√
Λ. □
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