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## Chapter 1

## Brownian motion, Poisson process and Levy processes

### 1.1 Definition and equivalent characterizations of Brownian motion

Definition 1.1. A stochastic process $B .: \mathbb{R}_{+} \times \Omega \rightarrow \mathbb{R}$ is a Brownian motion if

1. $B_{0}=0$,
2. for any $0 \leq t_{1} \leq t_{2} \leq \ldots \leq t_{n} \in \mathbb{R}_{+}$we have that $B_{t_{1}}-B_{0}, B_{t_{2}}-B_{t_{1}}, \ldots, B_{t_{n}}-B_{t_{n-1}}$ are independent random variables and $B_{t_{i}}-B_{t_{i-1}} \sim N\left(0, t_{i}-t_{i-1}\right)$,
3. for almost every $\omega \in \Omega$ the function $t \longmapsto B_{t}(\omega)$ is continuous (i.e., in $C^{0}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ ).

### 1.1.1 Brownian motion as a Markov process

We consider the following completed natural filtration of $B_{t}$ given by

$$
\mathcal{F}_{t}=\sigma\left(B_{s}, s \in[0, t]\right)
$$

Theorem 1.2. A Brownian motion $B_{t}$ is a $\mathcal{F}_{t}$ Markov process with transition kernel given by

$$
\begin{equation*}
p(x, t ; y, s)=\frac{1}{\sqrt{2 \pi(t-s)}} \exp \left(\frac{-(x-y)^{2}}{2(t-s)}\right) \tag{1.1}
\end{equation*}
$$

where $0 \leq s<t$.
Proof. We have to prove that for any $0 \leq s<t$ and any Borel set $A \subset \mathbb{R}$ there exists a version of $\mathbb{P}\left(B_{t} \in A \mid \mathcal{F}_{s}\right)$ which is $\sigma\left(B_{s}\right)$ measurable.

By Definition 1.1 we have that $B_{t}-B_{s}$ is independent of $B_{s}-B_{0}=B_{s}$ and $B_{t}-B_{s} \sim N(0, t-s)$

$$
\begin{aligned}
\mathbb{P}\left(B_{t} \in A \mid \mathcal{F}_{s}\right) & =\mathbb{P}\left(\left(B_{t}-B_{s}\right)+B_{s} \in A \mid \mathcal{F}_{s}\right) \\
& =\int_{A} \frac{1}{\sqrt{2 \pi(t-s)}} \exp \left(\frac{-\left(x-B_{s}\right)^{2}}{2(t-s)}\right) .
\end{aligned}
$$

Corollary 1.3. For any $0<t_{1}<t_{2}<\cdots<t_{n}$ we have that the law of ( $B_{t_{1}}, \ldots, B_{t_{n}}$ ) is given by

$$
\begin{equation*}
\frac{1}{\sqrt{(2 \pi)^{n} \prod_{i=1}^{n}\left(t_{i}-t_{i-1}\right)}} \exp \left(-\sum_{i=1}^{n} \frac{\left(x_{i}-x_{i-1}\right)^{2}}{2\left(t_{i}-t_{i-1}\right)}\right), \tag{1.2}
\end{equation*}
$$

where $t_{0}=0$ and $x_{0}=0$.
Proof. We prove the theorem for $n=2$. The general case can be proved by induction.
Let $A_{1}, A_{2}$ be two Borel subsets of $\mathbb{R}$, then we have

$$
\begin{aligned}
\mathbb{P}\left(B_{t_{1}} \in A_{1}, B_{t_{2}} \in A_{2}\right) & =\int_{A_{1}} \frac{1}{\sqrt{2 \pi t_{1}}} \exp \left(-\frac{x_{1}^{2}}{2 t_{1}}\right) \mathbb{P}\left(B_{t_{2}} \in A_{2} \mid B_{t_{1}}=x_{1}\right) \mathrm{d} x_{1} \\
& =\int_{A_{1}} \frac{1}{\sqrt{2 \pi t_{1}}} \exp \left(-\frac{x_{1}^{2}}{2 t_{1}}\right)\left(\int_{A_{2}} \frac{1}{\sqrt{2 \pi\left(t_{2}-t_{1}\right)}} \exp \left(\frac{-\left(x_{2}-x_{1}\right)^{2}}{2\left(t_{2}-t_{1}\right)}\right) \mathrm{d} x_{2}\right) \mathrm{d} x_{1}
\end{aligned}
$$

where to obtain the last equality we use Theorem 1.2.
Corollary 1.4. Let $B_{t}$ be a Markov process with transition kernel (1.1), $B_{0}=0$ and such that for almost every $\omega \in \Omega$ the function $t \longmapsto B_{t}(\omega)$ is in $C^{0}\left(\mathbb{R}_{+}, \mathbb{R}\right)$, then $B_{t}$ is a Brownian motion.

Proof. We have only to prove that $B_{t}$ satisfies the second property of Definition 1.1. Using the same reasoning of Corollary 1.3, we obtain that, if $B_{t}$ is a Markov process with transition kernel (1.1), then it has finite dimensional marginals given by (1.2). This implies that for any $0 \leq t_{1} \leq t_{2} \leq \ldots \leq t_{n} \in \mathbb{R}_{+}$we have that $B_{t_{1}}-B_{0}, B_{t_{2}}-B_{t_{1}}, \ldots, B_{t_{n}}-B_{t_{n-1}}$ are independent random variables and $B_{t_{i}}-B_{t_{i-1}} \sim N\left(0, t_{i}-t_{i-1}\right)$.

### 1.1.2 Brownian motion as a Gaussian process

Theorem 1.5. Brownian motion is a Gaussian process such that $B_{0}=0$ and

$$
\begin{align*}
\mathbb{E}\left[B_{t}\right] & =0  \tag{1.3}\\
\operatorname{cov}\left(B_{t}, B_{s}\right) & =\min (t, s) \tag{1.4}
\end{align*}
$$

Proof. The fact that Brownian motion is a Gaussian process follows by the explicit expression of finite dimensional marginals given in Corollary 1.3.

Using the definition of Brownian motion we have $\mathbb{E}\left[B_{t}\right]=\mathbb{E}\left[B_{t}-B_{0}\right]=0$ and, if $s \leq t$,

$$
\operatorname{cov}\left(B_{t}, B_{s}\right)=\operatorname{cov}\left(B_{t}-B_{s}, B_{s}\right)+\operatorname{cov}\left(B_{s}, B_{s}\right)=s
$$

Corollary 1.6. Let $B_{t}$ be a Gaussian process with mean (1.3) and co-variance (1.4), and suppose that $B_{0}=0$ and for almost every $\omega \in \Omega$ the function $t \longmapsto B_{t}(\omega)$ is in $C^{0}\left(\mathbb{R}_{+}, \mathbb{R}\right)$, then $B_{t}$ is a Brownian motion.

Proof. We have only to prove that $B_{t}$ satisfies the second property of Definition 1.1. Since $B_{t_{1}}-B_{0}, B_{t_{2}}-B_{t_{1}}, \ldots, B_{t_{n}}-B_{t_{n-1}}$ are Gaussian random variables (being linear combinations of jointly Gaussian random variables) we have to prove that $\operatorname{cov}\left(B_{t_{i}}-B_{t_{i-1}}, B_{t_{j}}-B_{t_{j-1}}\right)=0$ if $i \neq j$. Suppose that $t_{j}<t_{i}$ then

$$
\begin{aligned}
\operatorname{cov}\left(B_{t_{i}}-B_{t_{i-1}}, B_{t_{j}}-B_{t_{j-1}}\right) & =\operatorname{cov}\left(B_{t_{i}}, B_{t_{j}}\right)-\operatorname{cov}\left(B_{t_{i-1}}, B_{t_{j}}\right)-\operatorname{cov}\left(B_{t_{i}}, B_{t_{j-1}}\right)+\operatorname{cov}\left(B_{t_{i-1}}, B_{t_{j}}\right) \\
& =t_{j}-t_{j}-t_{j-1}+t_{j-1}=0
\end{aligned}
$$

which concludes the proof.

### 1.2 Lévy construction of Brownian motion

### 1.2.1 Haar and Schauder functions

We define Haar functions $h_{n}^{k}(t)$ for $n=0,1, \ldots \in \mathbb{N}$ and $k=0, \ldots, 2^{n-1}-1$ in the following way: for $n=0$ we put $h_{0}^{0}(t)=1$ and for $n \neq 0$ we write

$$
h_{n}^{k}(t)=2^{\frac{n-1}{2}}\left(\mathbb{I}_{\left[\frac{2 k}{2^{n}}, \frac{2 k+1}{2^{n}}\right)}(t)-\mathbb{I}_{\left[\frac{2 k+1}{2^{n}}, \frac{2 k+2}{2^{n}}\right)}(t)\right)
$$

We define also Schauder functions as

$$
e_{n}^{k}(t)=\int_{0}^{s} h_{n}^{s}(s) \mathrm{d} s
$$

Lemma 1.7. The set of Haar functions forms an orthonormal basis of $L^{2}([0,1])$.
Proof. The orthonormality is a consequence of the fact that $h_{n}^{k}(t)$ and $h_{n}^{k^{\prime}}(t)$ are supported in different sets when $k \neq k^{\prime}$, and that $h_{n}^{k}(t)$ has integral 0 on the dyadic set of the form $\left[\frac{k^{\prime}}{2^{n-1}}, \frac{k^{\prime}+1}{2^{n-1}}\right]$ (for any $k^{\prime} \in \mathbb{N}$ ).

In order to prove that the Haar functions form a complete basis of $L^{2}([0,1])$ we have only to prove that for any function $f \in L^{2}([0,1])$ such that $\int_{0}^{1} f(t) h_{n}^{k}(t)=0$ we have $f=0$.

Consider the probability space $([0,1], \mathcal{B}, \mathrm{d} x)$ (where $\mathcal{B}$ is the complete $\sigma$-algebra generated by Borel sets and $\mathrm{d} x$ is the Lebesgue measure) and consider the filtration $\mathcal{B}_{n}=\left\{\left[\frac{k}{2^{n}}, \frac{k+1}{2^{n}}\right]\right.$, $\left.k=0, \ldots, 2^{n}-1\right\}$, with $n \in \mathbb{N}$. It is clear that $\sigma\left(\mathcal{B}_{n} \mid n \in \mathbb{N}\right)=\mathcal{B}$. If $\int_{0}^{1} f(t) h_{n}^{k}(t)=0$ for $n \leq N$ then $\int_{\left[\frac{k}{2^{n}}, \frac{k+1}{2^{n}}\right]} f(t)=0$ for $n \leq N$. This implies that

$$
f_{n}=\mathbb{E}\left[f \mid \mathcal{B}_{n}\right]=0
$$

On the other hand $\int_{0}^{1} f_{n}^{2}(t) \mathrm{d} t=0$ and so $f_{n}$ is a $\mathcal{B}_{n}$ martingale bounded in $L^{2}([0,1])$. Thus, by Doob Convergence Theorem for martingales, we have that $f_{n} \rightarrow \mathbb{E}[f \mid \mathcal{B}]=f$ in $L^{1}([0,1])$. This implies that $f=\lim f_{n}=0$.
Lemma 1.8. We have that $\sup _{t \in[0,1]}\left|e_{n}^{k}(t)\right| \leq 2^{-\frac{n-1}{2}}$ and the series

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left(\sum_{k=0}^{2^{n-1}-1} e_{n}^{k}(t) e_{n}^{k}(s)\right)=\min (t, s) \tag{1.5}
\end{equation*}
$$

is absolutely convergent and it is equal to $\min (t, s)$.
Proof. The bound on $\left|e_{n}^{k}(t)\right|$ follows by a direct computation. In order to prove equality (1.5) we note that $\int_{0}^{1} \mathbb{I}_{[0, t]}(\tau) h_{n}^{k}(\tau) \mathrm{d} \tau=e_{n}^{k}(t)$ (and a similar relation holds for $e_{n}^{k}(s)$ ). Using Parseval identity for orthonormal bases in an Hilbert space we obtain

$$
\begin{aligned}
\min (t, s) & =\int_{0}^{1} \mathbb{I}_{[0, t]}(\tau) \mathbb{I}_{[0, s]}(\tau) \mathrm{d} \tau \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{2^{n-1}-1} \int_{0}^{1} \mathbb{I}_{[0, t]}(\tau) h_{n}^{k}(\tau) \mathrm{d} \tau \int_{0}^{1} \mathbb{I}_{[0, s]}(\tau) h_{n}^{k}(\tau) \mathrm{d} \tau\right) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{2^{n-1}-1} e_{n}^{k}(t) e_{n}^{k}(s)\right)
\end{aligned}
$$

and the previous series is absolutely convergent.

### 1.2.2 Lévy construction of Brownian motion

Let $Z_{n, k}(\omega)$ be a sequence of independent random variables such that $Z_{n, k} \sim N(0,1)$. Consider the following sequence of stochastic processes

$$
B_{t}^{N}(\omega)=\sum_{n=0}^{N}\left(\sum_{k=0}^{2^{n-1}-1} Z_{n, k}(\omega) e_{n}^{k}(t)\right)
$$

From now on we restrict Definition 1.1, to processes of the form $B:[0,1] \times \Omega \rightarrow \mathbb{R}$, i.e., defined only on the set $[0,1]$ and not on the whole positive real line $\mathbb{R}_{+}$.

If we have a sequence of independent Brownian motions $\tilde{B}_{t}^{1}, \ldots, \tilde{B}_{t}^{n}$ defined on $[0,1]$, we can easily build a Brownian motion $B_{t}$ defined on the whole real positive line $\mathbb{R}_{+}$in the following way: if $n-1<t \leq n$ (where $n \in \mathbb{N}$ ) we define $B_{t}=\sum_{k=1}^{n-1} B_{1}^{k}+B_{t-n+1}^{n}$.

Theorem 1.9. The sequence of stochastic processes $B_{t}^{N}$ is almost surely convergent on $[0,1]$. Let $B_{t}$ be the limit of $B_{t}^{N}$, then $B_{t}$ is a Brownian motion on $[0,1]$.

Proof. First we prove that the sequence of functions $t \longmapsto B_{t}^{N}(\omega)$ is uniformly convergent in $C^{0}([0,1], \mathbb{R})$ for almost every $\omega \in \Omega$. In order to prove this, we use Weierstrass criterion for uniform convergence in $C^{0}([0,1], \mathbb{R})$, proving that, writing $K_{n}(\omega)=\sup _{t \in[0,1]}\left|\sum_{k=0}^{2^{n-1}-1} Z_{n, k}(\omega) e_{n}^{k}(t)\right|$, we have $\sum_{n=0}^{\infty} K_{n}<+\infty$ almost surely.

Using the fact that for fixed $n$ the functions $e_{n}^{k}(t)$ have disjoint support, and exploiting the bound $\sup _{t \in[0,1]}\left|e_{n}^{k}(t)\right| \leq 2^{-\frac{n-1}{2}}$, we have that

$$
K_{n}(\omega) \leq 2^{-\frac{n-1}{2}} \sup _{k}\left|Z_{n, k}(\omega)\right|
$$

We want to prove that there exists a positive random variable $C: \Omega \rightarrow \mathbb{R}$, almost surely finite, such that

$$
\sup _{k}\left|Z_{n, k}(\omega)\right| \leq n C(\omega) .
$$

Define $\mathfrak{B}_{n}=\left\{\omega\left|\sup _{k}\right| Z_{n, k}(\omega) \mid>n\right\}$ then $C(\omega)<+\infty$ whenever $\omega \notin \limsup { }_{n} \mathfrak{B}_{n}$. If we are able to prove that $\mathbb{P}\left(\limsup _{n} \mathfrak{B}_{n}\right)=0$ then $C(\omega)<+\infty$ almost surely. In order to prove that $\mathbb{P}\left(\limsup _{n} \mathfrak{B}_{n}\right)=$ 0 , we use Borel-Cantelli Lemma and the fact that $\sum_{n} \mathbb{P}\left(\mathfrak{B}_{n}\right)<+\infty$.

Indeed

$$
\mathbb{P}\left(\mathfrak{B}_{n}\right) \leq \sum_{k=0}^{2^{n-1}-1} \mathbb{P}\left(\left|Z_{n, k}(\omega)\right|>n\right) \leq \frac{2^{n}}{n \sqrt{2 \pi}} \exp \left(\frac{-n^{2}}{2}\right)
$$

where we used the fact that $Z_{n, k} \sim N(0,1)$. This implies that

$$
\sum_{n} \mathbb{P}\left(\mathfrak{B}_{n}\right) \leq \sum_{n} \frac{2^{n}}{n \sqrt{2 \pi}} \exp \left(\frac{-n^{2}}{2}\right)<+\infty
$$

which means that $C<+\infty$ almost surely. On the other hand we have that $K_{n}(\omega) \leq$ $2^{-\frac{n-1}{2}} \sup _{k}\left|Z_{n, k}(\omega)\right|$ and so

$$
\sum_{n} K_{n}(\omega) \leq \sum_{n} 2^{-\frac{n-1}{2}} \sup _{k}\left|Z_{n, k}(\omega)\right| \leq C(\omega) \sum_{n} n 2^{-\frac{n-1}{2}}<+\infty
$$

Thus the sequence $B_{t}^{N}(\omega)$ is almost surely convergent in $C^{0}([0,1], \mathbb{R})$.
Let $B_{t}$ denote the limit of $B_{t}^{N}$ when $B_{t}^{N}$ is convergent and 0 otherwise. We have that $B_{t}$ satisfies the condition 1 and 3 of Definition 1.1. In order to prove that $B_{t}$ satisfies property 2 of Definition 1.1 we prove that $B_{t}$ is a Gaussian process such that $\mathbb{E}\left[B_{t}\right]=0$ and $\operatorname{cov}\left(B_{t}, B_{s}\right)=\min (s, t)$. Using Corollary 1.6, this is equivalent to prove that $B_{t}$ is a Brownian motion.

First we prove that for any $t \in[0,1]$ the sequence of random variables $B_{t}^{N}$ converges to $B_{t}$ in $L^{2}(\Omega)$. Since $B_{t}^{N}$ converges to $B_{t}$ almost surely it is sufficient to prove that $B_{t}^{N}$ forms a Cauchy sequence in $L^{2}(\Omega)$. We have that

$$
\begin{aligned}
\mathbb{E}\left[\left(B_{t}^{N}-B_{t}^{M}\right)^{2}\right] & =\mathbb{E}\left[\left(\sum_{n=M}^{N}\left(\sum_{k=0}^{2^{n-1}-1} Z_{n, k}(\omega) e_{n}^{k}(t)\right)\right)^{2}\right] \\
& =\sum_{n=M}^{N}\left(e_{n}^{k}(t)\right)^{2}
\end{aligned}
$$

when $M \leq N$ and using the fact that $Z_{n, k}$ are i.i.d. normal random variables with variance 1. On the other hand, by Lemma 1.8, the series $\sum_{n=0}^{+\infty}\left(e_{n}^{k}(t)\right)^{2}=t<+\infty$ is absolutely convergent, this means that

$$
\lim _{M \rightarrow \infty} \sum_{n=M}^{N}\left(e_{n}^{k}(t)\right)^{2}=0
$$

which implies that $B_{t}^{N}$ is a Cauchy sequence in $L^{2}(\Omega)$.
The fact that $\left(B_{t_{1}}^{N}, \ldots, B_{t_{n}}^{N}\right)$ converges to $\left(B_{t_{1}}, \ldots, B_{t_{n}}\right)$ in $L^{2}(\Omega)$ implies that $B_{t}$ is a normal stochastic process (being the $L^{2}$ limit of a normal stochastic process), with $\mathbb{E}\left[B_{t}\right]=\lim _{N} \mathbb{E}\left[B_{t}^{N}\right]$ and $\operatorname{cov}\left(B_{t}, B_{s}\right)=\lim _{N} \operatorname{cov}\left(B_{t}^{N}, B_{s}^{N}\right)$. On the other hand we have that $\lim _{N} \mathbb{E}\left[B_{t}^{N}\right]=\lim _{N} 0=0$ and, by Lemma 1.8,

$$
\lim _{N} \operatorname{cov}\left(B_{t}^{N}, B_{s}^{N}\right)=\lim _{N} \mathbb{E}\left[B_{t}^{N} B_{s}^{N}\right]=\lim _{N} \sum_{n=0}^{N}\left(\sum_{k=0}^{2^{n-1}-1} e_{n}^{k}(t) e_{n}^{k}(s)\right)=\min (t, s) .
$$

### 1.3 Definition Poisson process

Definition 1.10. Let $\left\{N_{t}\right\}_{t \in \mathbb{R}_{+}}$be a stochastic process, we say that $N_{t}$ is a Poisson process of parameter $\lambda>0$ if

1. $N_{0}=0$,
2. for any $t_{1} \leqslant \cdots \leqslant t_{n}$ we have that $N_{t_{2}}-N_{t_{1}}, \ldots, N_{t_{n}}-N_{t_{n-1}}$ are independent and distributed as

$$
N_{t_{i}}-N_{t_{i-1}} \sim \operatorname{Po}\left(\lambda\left(t_{i}-t_{i-1}\right)\right)
$$

3. the paths of $N_{t}$ (namely for any $\omega \in \Omega$ the function $t \mapsto N_{t}(\omega)$ ) are cadlag.

### 1.4 Poisson processes and Poisson point processes

We say that a measure $\mu$ on $\mathbb{R}_{+}$is a counting measure if for any $B \in \mathcal{B}\left(\mathbb{R}_{+}\right)$(i.e. $\mathcal{B}\left(\mathbb{R}_{+}\right)$is the Borel $\sigma$-algebra) we have $\mu(B) \in \mathbb{N}_{0}$. This is equivalent to say that there is a set $S \subset \mathbb{R}_{+}$and for any $x \in S$ there is a point number $n_{x} \in \mathbb{N}$ such that

$$
\mu(\mathrm{d} t)=\sum_{x \in S} n_{x} \delta_{x}(\mathrm{~d} t)
$$

where $\delta_{x}(\mathrm{~d} t)$ is the Dirac delta with unitary mass in $x \in \mathbb{R}_{+}$, namely

$$
\delta_{x}(B)= \begin{cases}1 & \text { if } x \in B \\ 0 & \text { if } x \notin B\end{cases}
$$

We denote by $\mathbf{N}\left(\mathbb{R}_{+}\right)$the set of counting measure on $\mathbb{R}_{+}$.
Definition 1.11. A random measure $\eta: \Omega \rightarrow \mathbf{N}\left(\mathbb{R}_{+}\right)$is called point process.
We can build a point process from a Poisson process in the following way

$$
\eta^{N}((a, b])=N_{b}-N_{a}
$$

(this is due to the fact that $N_{t}$ is an increasing cadlag function). We call the random measure $\eta^{N}$ the Poisson point process of parameter $\lambda$ (or also the Poisson point process related to the Poisson process $N$ ).

Theorem 1.12. Suppose that $\eta$ is a point process such that

1. for any $B \in \mathcal{B}\left(\mathbb{R}_{+}\right)$bounded, $\eta(B) \sim \operatorname{Po}(\lambda|B|)$;
2. for any $B_{1}, \ldots, B_{n} \in \mathcal{B}\left(\mathbb{R}_{+}\right)$the random variables $\eta\left(B_{1}\right), \ldots, \eta\left(B_{n}\right)$ are independent.

Then the stochastic process $N_{t}=\eta([0, t])$ is a Poisson process. Conversely suppose that $\eta^{N}$ is the Poisson point process related to the Poisson process $N_{t}$ then it satisfies the condition 1 and 2 above.
Remark 1.13. If $G$ is an open set, there are some (at most countable) disjoint intervals $\left\{I_{k}=\left(a_{k}\right.\right.$, $\left.\left.b_{k}\right)\right\}_{k \in \mathbb{N}}$ such that $\cup_{k} I_{k}=G$.

Furthermore if $F$ is a closed set there are closed intervals $J_{k}=\left[a_{k}, b_{k}\right]$ such that $F=\cap_{k} J_{k}$.
Remark 1.14. Suppose that $\left\{X_{n}\right\}_{n \in \mathbb{N}}$ and $\left\{Y_{n}\right\}_{n \in \mathbb{N}}$ are sequences of random variables such that $X_{n} \rightarrow X, Y_{n} \rightarrow Y$ almost surely and $X_{n}$ is independent of $Y_{n}$ then $X$ is independent of $Y$.

Lemma 1.15. Suppose that $\eta^{N}$ is a Poisson point process then the properties 1, 2 of Theorem 1.12 hold when $B, B_{1}, \ldots, B_{n}$ are open or closed sets.

Proof. Consider first the case where $B_{1}, \ldots, B_{n}$ are disjoint intervals $B_{k}=I_{k}=\left(a_{k}, b_{k}\right)$. Then, by continuity of (locally bounded) measure from below, we have that

$$
\begin{gathered}
\eta\left(B_{k}\right)=\lim _{n \rightarrow+\infty} \eta\left(\left(a_{k}+\frac{b_{k}-a_{k}}{n}, b_{k}-\frac{b_{k}-a_{k}}{n}\right]\right)=\lim _{n \rightarrow+\infty}\left(N_{b_{k}-\frac{b_{k}-a_{k}}{n}}-N_{a_{k}-\frac{b_{k}-a_{k}}{n}}^{n}\right) \\
\sim \operatorname{Po}\left(\lambda\left(\frac{(n-1)}{n}\left(b_{k}-a_{k}\right)\right)\right) .
\end{gathered}
$$

This implies that $\eta\left(B_{k}\right)$ is a Poisson random variable of parameter $\operatorname{Po}\left(\lambda\left(b_{k}-a_{k}\right)\right)$. Furthermore since $N_{b_{k}-\frac{b_{k}-a_{k}}{n}}-N_{a_{k}-\frac{b_{k}-a_{k}}{n}}$ is independent of $N_{b_{k^{\prime}}-\frac{b_{k^{\prime}}-a_{k^{\prime}}}{n}}-N_{a_{k^{\prime}}-\frac{b_{k^{\prime}}-a_{k^{\prime}}}{n}}\left(\right.$ for $\left.k \neq k^{\prime}\right)$ then $\eta\left(B_{k}\right)$ is independent of $\eta\left(B_{k^{\prime}}\right)$ for $k^{\prime} \neq k$ being the limit of independent random variables.

We can generalize the previous reasoning to general open sets $B_{1}=G_{1}, \ldots, B_{n}=G_{n}$ thanks to Remark 1.13. The proof for closed sets follows similar lines.

Remark 1.16. Lebesgue measure is outer regular: for any (bounded) Borel set $B$ and for any $\varepsilon>0$ there is a open set $G \supset B$ such that $|G \backslash B|<\varepsilon$.

Furthermore if $B$ is Borel set such that $|B|<+\infty$, for any $\varepsilon>0$ there is a closed set $F \subset B$ such that $|B \backslash F|<\epsilon$.

Lemma 1.17. Suppose that $\eta^{N}$ is a Poisson point process then if $|B|=0$ then $\eta^{N}(B)=0$ almost surely.

Proof. If $|B|=0$, by Remark 1.16, there is a sequence $B \subset \ldots \subset G^{n} \subset \ldots \subset G^{1}$ of open sets such that $\left|G^{n} \backslash B\right|=\left|G^{n}\right|=\frac{1}{n}$. If $K=\cap_{n \in \mathbb{N}} G^{n}$ then $G \subset K$ and so $\eta^{N}(B) \leqslant \eta^{N}(K)$. On the other hand, by the continuity for above of (locally bounded) measure, we have $\eta^{N}(K)=\lim _{n \rightarrow+\infty} \eta^{N}\left(G^{n}\right)$. Since $\eta^{N}\left(G_{n}\right) \sim \operatorname{Po}\left(\frac{\lambda}{n}\right)$ we have $\eta^{N}(K) \sim \operatorname{Po}(0)$ and so $\eta^{N}(K)=0$ almost surely. Since $\eta^{N}(B) \leqslant$ $\eta^{N}(K)=0$ almost surely the thesis follows.
Lemma 1.18. Suppose that $\eta^{N}$ is a Poisson point process then 1, 2 of Theorem 1.12 hold.
Proof. By Remark 1.16, for any bounded Borel set $B$ there is a sequence of closed sets $F^{1} \subset \ldots \subset$ $F^{n} \subset \ldots \subset B$ such that $\left|B \backslash F^{n}\right| \leqslant \frac{1}{n}$. If $K=\cup_{n \in \mathbb{N}} F^{n}$, we have that $\eta^{N}(K) \sim \lim _{n \rightarrow+\infty} \operatorname{Po}\left(\lambda\left|F^{n}\right|\right) \sim$ $\operatorname{Po}(\lambda|K|)$. On the other hand $|B \backslash K|=\lim _{n \rightarrow+\infty}\left|B \backslash F^{n}\right|=0$, and so $\eta^{N}(B)=\eta^{N}(K)+\eta^{N}(B \backslash$ $K) \sim \operatorname{Po}(\lambda|K|)=\operatorname{Po}(\lambda|B|)$, since $|K|=|B|$ and since $\eta^{N}(B \backslash K)=0$ almost surely, for Lemma 1.17.

Using that if $F_{1}, \ldots, F_{n}$ are closed and disjoint, by Lemma $1.15, \eta^{N}\left(F_{1}\right), \ldots, \eta^{N}\left(F_{n}\right)$ are independent and Remark 1.16.

Proof of Theorem 1.12. By Lemma 1.18, what remains to prove is that if $\eta$ is point process satisfying 1 and 2 in the statement of the theorem then the process $N_{t}=\eta([0, t])$ is a Poisson process.

Since, by the outer continuity of measures, for any $t_{0}$ we have $\lim _{t \rightarrow t_{0}^{+}} \eta([0, t])=\eta\left(\left[0, t_{0}\right]\right)$ the process $N_{t}$ is right continuous. Furthermore the process $N_{t}$ is increasing, since $\eta(A) \leqslant \eta(B)$ whenever $A \subset B, \lim _{t \rightarrow t_{0}^{-}} N_{t}$ exists, which implies that $N_{t}$ is a process with cadlag paths.

Furthermore for any $t_{1} \leqslant \ldots \leqslant t_{n} \in \mathbb{R}_{+}$, since $N_{t}-N_{s}=\eta((s, t])$ (for $s \leqslant t$ ), we have that, by the properties 1 and $2, N_{t_{i}}-N_{t_{i-1}} \sim \operatorname{Po}\left(\lambda\left(t_{i}-t_{i-1}\right)\right)$ and they are independent, $N_{t}$ is a Poisson process.

### 1.5 Existence of Poisson process and its properties

In this section we build the Poisson process building the Poisson point process associated.
Remark 1.19. In order to build a Poisson point process on $\mathbb{R}_{+}$it is sufficient to construct a Poisson point process on $[0,1]$. Indeed suppose that $\tilde{\eta}^{1}, \ldots, \tilde{\eta}^{n}, \ldots$, are a sequence of Poisson point process on $[0,1]$ with parameter $\lambda>0$ and independent. Then we can defined a point process $\eta$ on $\mathbb{R}_{+}$in the following way: if $B$ is a Borel set of $\mathbb{R}_{+}$we have

$$
\eta(B):=\sum_{n=1}^{+\infty} \tilde{\eta}^{n}((B-[n-1]) \cap(0,1])
$$

where $B-k=\{b-k, b \in B\}$.
Consider $P \sim \operatorname{Po}(\lambda)$ (i.e. a Poisson random variable of parameter $\lambda$ ) and let $X_{1}, \ldots, X_{n}, \ldots$ be a sequence of i.i.d random variables uniformly distributed on $[0,1]$ (i.e. $X_{k} \sim U([0,1])$ ) and independent of $P$. We defined the random measure $\tilde{\eta}$ on $[0,1]$ in the following way

$$
\tilde{\eta}(\omega, \mathrm{d} t)=\sum_{n=1}^{P(\omega)} \delta_{X_{n}(\omega)}(\mathrm{d} t)
$$

where $\omega \in \Omega$ and the sum is equal to zero when $P(\omega)=0$.
Theorem 1.20. Using the previous notations, the random measure $\tilde{\eta}$ is a Poisson point process (i.e., by Theorem 1.12 the process $N_{t}=\tilde{\eta}([0, t])$ is a Poisson process).

In order to prove Theorem 1.20 we introduce the following sequence of random variables: let $B_{1}, \ldots, B_{n}$ be Borel subsets of $[0,1]$ forming a partition of $[0,1]$, for any $r \in \mathbb{N}$ and $k \in\{1, \ldots, n\}$ we defined the random variables

$$
Y_{k}^{r}(\omega)=\sum_{\ell=1}^{r} \mathbb{I}_{\left\{X_{\ell} \in B_{k}\right\}}(\omega)
$$

Lemma 1.21. For any $r \in \mathbb{N}$ the random vector $\left(Y_{1}^{r}, \ldots, Y_{n}^{r}\right)$ is distributed as a multinomial random vector of parameter $\left(p_{1}=\left|B_{1}\right|, \ldots, p_{n}=\left|B_{n}\right|\right)$, i.e. for any $r_{1}, \ldots, r_{n}$ such that $r_{1}+\cdots+r_{n}=r$ we have

$$
\mathbb{P}\left(Y_{1}^{r}=r_{1}, \ldots, Y_{n}^{r}=r_{n}\right)=\frac{r!}{r_{1}!\cdots r_{n}!} p_{1}^{r_{1}} \cdots p_{n}^{r_{n}}
$$

Proof. The variable $Y_{k}^{r}$ counts the number of points in the set $B_{k}$ considering a set ( $X_{1}, \ldots, X_{r}$ ) of i.i.d. random variables. This means that the vector $\left(Y_{1}^{r}, \ldots, Y_{n}^{r}\right)$ is distributed as a multinomial random variable with parameter $\left(p_{1}=\mathbb{P}\left(X_{1} \in B_{1}\right), p_{2}=\mathbb{P}\left(X_{1} \in B_{2}\right), \ldots, p_{n}=\mathbb{P}\left(X_{1} \in B_{n}\right)\right)$. Since $X_{k}$ are uniform random variables $\mathbb{P}\left(X_{k} \in B_{\ell}\right)=\left|B_{\ell}\right|$.

Proof of Theorem 1.20. Fix a Borel partition $B_{1}, \ldots, B_{n}$ of $[0,1]$ we want to compute the joint probability of the random variables $\left(\tilde{\eta}\left(B_{1}\right), \ldots, \tilde{\eta}\left(B_{n}\right)\right)$ and prove that it is given by the law of $n$ independents random variables distributed as Poisson random variables with parameter $\tilde{\eta}\left(B_{k}\right) \sim \mathrm{Po}\left(\lambda\left|B_{k}\right|\right)$. Since any list of Borel disjoint subsets of $[0,1]$ can be completed to form a partition of $[0,1]$ by adding the complement of the union the theorem is proved.

Consider $r_{1}, \ldots, r_{n} \in \mathbb{N}_{0}$ and $r=r_{1}+\cdots+r_{n}$, we have that

$$
\begin{aligned}
\mathbb{P}\left(\tilde{\eta}\left(B_{1}\right)=r_{1}, \ldots, \tilde{\eta}\left(B_{n}\right)=r_{n}\right) & =\mathbb{P}\left(P=r, Y_{1}^{r}=r_{1}, \ldots, Y_{n}^{r}=r_{n}\right)= \\
& =\mathbb{P}(P=r) \mathbb{P}\left(Y_{1}^{r}=r_{1}, \ldots, Y_{n}^{r}=r_{n}\right) \\
& =\frac{e^{-\lambda} \lambda^{r}}{r!} \frac{r!}{r_{1}!\cdots r_{n}!} p_{1}^{r_{1} \cdots p^{r_{n}}} \\
& =\prod_{k=1}^{n} \frac{e^{-\lambda p_{k}}}{r_{k}!}\left(p_{k} \lambda\right)^{r_{k}} .
\end{aligned}
$$

Since the law of $\mathbb{P}\left(\tilde{\eta}\left(B_{1}\right)=r_{1}, \ldots, \tilde{\eta}\left(B_{n}\right)=r_{n}\right)$ is a product of functions depending only on $r_{k}$ the random variables $\tilde{\eta}\left(B_{1}\right), \ldots, \tilde{\eta}\left(B_{n}\right)$ are independent. Furthermore we have that

$$
\mathbb{P}\left(\tilde{\eta}\left(B_{k}\right)\right)=\frac{e^{-\lambda p_{k}}}{r_{k}!}\left(p_{k} \lambda\right)^{r_{k}}
$$

which implies that $\tilde{\eta}\left(B_{k}\right) \sim \operatorname{Po}\left(\lambda p_{k}\right)=\operatorname{Po}\left(\lambda\left|B_{k}\right|\right)$.

### 1.6 Simplicity of the Poisson process

We want now to prove a fundamental property of the Poisson process, namely that it is a simple process. If $X_{t}$ is a cadlag stochastic process we define the following process

$$
\Delta X_{t}=X_{t}-\lim _{s \rightarrow t^{-}} X_{t}=X_{t}-X_{t^{-}}
$$

Definition 1.22. Let $M_{t}: \Omega \rightarrow \mathbb{N}_{0} \subset \mathbb{R}, t \in \mathbb{R}_{+}$, be a stochastic process taking values in the integer number. We say that $M_{t}$ is simple if $\sup _{t \in \mathbb{R}_{+}}\left|\Delta M_{t}\right| \leqslant 1$ almost surely, i.e. the process $M_{t}$ has jump of at most size 1 .

Theorem 1.23. Every Poisson process is simple.
In order to prove Theorem 1.23, we introduce the factorial of a discrete measure: suppose that $\mu$ is a discrete measure on $\mathbb{R}_{+}$taking values in $\mathbb{N}_{0}$, i.e. there is an at most countable set $S \subset \mathbb{R}_{+}$ and a map $n:: S \rightarrow \mathbb{N}$ such that

$$
\mu(\mathrm{d} t)=\sum_{x \in S} n_{x} \delta_{x}(\mathrm{~d} t)
$$

A measure of the previous for is simple if $n_{x}<2$, namely

$$
\begin{equation*}
\mu(\{x\}) \leqslant 1, \quad x \in \mathbb{R}_{+} . \tag{1.6}
\end{equation*}
$$

Remark 1.24. Let $\eta^{N}$ be the Poisson point process associated with the Poisson process $N_{t}$, then $N_{t}$ is a simple process is simple if and only if the measure $\eta^{N}$ is simple (in the sense of equation (1.6)) almost surely.

We define the second factorial of $\mu$, denoted by $\mu^{(2)}$, as the measure on $\mathbb{R}_{+}^{2}$ for which

$$
\mu^{(2)}\left(\mathrm{d} t_{1}, \mathrm{~d} t_{2}\right)=\sum_{x_{1}, x_{2} \in S, x_{1} \neq x_{2}} n_{x_{1}} n_{x_{2}} \delta_{\left(x_{1}, x_{2}\right)}\left(\mathrm{d} t_{1}, \mathrm{~d} t_{2}\right)+\sum_{x \in S} n_{x}\left(n_{x}-1\right) \delta_{(x, x)}\left(\mathrm{d} t_{1}, \mathrm{~d} t_{2}\right)
$$

Remark 1.25. If $D^{(2)}=\left\{(x, x), x \in \mathbb{R}_{+}\right\} \subset \mathbb{R}_{+}^{2}$ is the diagonal of $\mathbb{R}_{+}^{2}$ we have that

$$
\mu^{(2)}\left(D^{(2)}\right)=\sum_{x \in S} n_{x}\left(n_{x}-1\right) \geqslant \sum_{x \in S} \mathbb{I}_{\left\{n_{y} \geqslant 2\right\}}(x) .
$$

This means that $\mu$ is simple if and only if

$$
\mu^{(2)}\left(D^{(2)}\right)=0 .
$$

Exercise 1.1. Prove that if a $B_{1}, B_{2}$ are Borel sets we have

$$
\mu^{(2)}\left(B_{1} \times B_{2}\right)=\mu\left(B_{1}\right) \mu\left(B_{2}\right)-\mu\left(B_{1} \cap B_{2}\right) .
$$

Lemma 1.26. For any Borel sets $B_{1}, B_{2} \in \mathcal{B}\left(\mathbb{R}_{+}\right)$we have

$$
\mathbb{E}\left[\eta^{N,(2)}\left(B_{1} \times B_{2}\right)\right]=\lambda^{2}\left|B_{1}\right|\left|B_{2}\right| .
$$

Proof. By Exercise 1.1 we have that

$$
\eta^{N,(2)}\left(B_{1} \times B_{2}\right)=\eta^{N}\left(B_{1}\right) \eta^{N}\left(B_{2}\right)-\eta^{N}\left(B_{1} \cap B_{2}\right) .
$$

Thus we have

$$
\begin{aligned}
\mathbb{E}\left[\eta^{N,(2)}\left(B_{1} \times B_{2}\right)\right]= & \mathbb{E}\left[\eta^{N}\left(B_{1}\right) \eta^{N}\left(B_{2}\right)\right]-\mathbb{E}\left[\eta^{N}\left(B_{1} \cap B_{2}\right)\right] \\
= & \mathbb{E}\left[\eta^{N}\left(B_{1} \backslash\left(B_{1} \cap B_{2}\right)\right) \eta^{N}\left(B_{2} \backslash\left(B_{1} \cap B_{2}\right)\right)\right]+ \\
& +\mathbb{E}\left[\eta^{N}\left(B_{1} \backslash\left(B_{1} \cap B_{2}\right)\right) \eta^{N}\left(B_{1} \cap B_{2}\right)\right]+ \\
& +\mathbb{E}\left[\eta^{N}\left(B_{1} \cap B_{2}\right) \eta^{N}\left(B_{2} \backslash\left(B_{1} \cap B_{2}\right)\right)\right]+\mathbb{E}\left[\left(\eta^{N}\left(B_{1} \cap B_{2}\right)\right)^{2}\right] \\
& -\mathbb{E}\left[\eta^{N}\left(B_{1} \cap B_{2}\right)\right] \\
= & \lambda^{2}\left|B_{1} \backslash\left(B_{1} \cap B_{2}\right)\right|\left|B_{2} \backslash\left(B_{1} \cap B_{2}\right)\right|+\lambda^{2}\left|B_{1} \backslash\left(B_{1} \cap B_{2}\right)\right|\left|B_{1} \cap B_{2}\right|+ \\
& +\lambda^{2}\left|B_{1} \cap B_{2}\right|\left|B_{2} \backslash\left(B_{1} \cap B_{2}\right)\right|+\lambda^{2}\left|B_{1} \cap B_{2}\right|^{2}+\lambda\left|B_{1} \cap B_{2}\right|-\lambda\left|B_{1}-B_{2}\right| \\
= & \lambda^{2}\left|B_{1}\right|\left|B_{2}\right|,
\end{aligned}
$$

where we used that $\eta^{N}\left(L_{1}\right)$ is independent of $\eta^{N}\left(L_{2}\right)$ when $L_{1} \cap L_{2}=\emptyset$, and $\mathbb{E}\left[\eta^{N}\left(L_{1}\right)\right]=\lambda\left|L_{1}\right|$ and $\mathbb{E}\left[\left(\eta^{N}\left(L_{1}\right)\right)^{2}\right]=\lambda^{2}\left|L_{1}\right|^{2}+\lambda\left|L_{1}\right|$.

Proof of Theorem 1.23. By Remark 1.24 and Remark 1.25, the process $N_{t}$ is simple if and only if $\eta^{N,(2)}\left(D^{(2)}\right)=0$ almost surely. Since $\eta^{N,(2)}\left(D^{(2)}\right) \geqslant 0$ is enough to prove that $\mathbb{E}\left[\eta^{N,(2)}\left(D^{(2)}\right)\right]=0$.

Then, by Lemma 1.26, we have that

$$
\begin{aligned}
\mathbb{E}\left[\eta^{N,(2)}\left(D^{2}\right)\right] & =\sum_{k=0}^{+\infty} \mathbb{E}\left[\eta^{N,(2)}\left(D^{2} \cap[k, k+1)^{2}\right)\right] \\
& =\sum_{k=0}^{+\infty}\left(\lim _{n \rightarrow+\infty} \sum_{r=1}^{n} \mathbb{E}\left[\eta^{N,(2)}\left(D^{2} \cap\left[k+\frac{r-1}{n}, k+\frac{r}{n}\right)\right)\right]\right) \\
& =\sum_{k=0}^{+\infty}\left(\lim _{n \rightarrow+\infty} \sum_{r=1}^{n} \lambda^{2}\left|\left[k+\frac{r-1}{n}, k+\frac{r}{n}\right)\right|^{2}\right) \\
& =\sum_{k=0}^{+\infty}\left(\lim _{n \rightarrow+\infty} \frac{\lambda^{2}}{n}\right)=0 .
\end{aligned}
$$

### 1.7 Levy processes

Definition 1.27. Let $X_{t}$ be a stochastic process, we say that $X_{t}$ is a Levy process if

1. $X_{0}=0$,
2. the process $X_{t}$ has independent and homogeneous increments, i.e. for any $t_{1} \leqslant \cdots \leqslant t_{n}$ we have $X_{t_{2}}-X_{t_{1}}, \ldots, X_{t_{n}}-X_{t_{n-1}}$ are independent and $X_{t_{i}}-X_{t_{i-1}} \sim X_{t_{i}-t_{i-1}}$ (i.e. $X_{t_{i}}-X_{t_{i-1}}$ has the same law of $X_{t_{i}-t_{i-1}}$ ),
3. the process $X_{t}$ has cadlag paths, for each $\omega \in \Omega$ the function $t \mapsto X_{t}(\omega)$ is cadlag.

Two important examples of Levy processes are Brownian motion and Poisson process.
From the definition we can deduce that the law of the process $X_{t}$ to a fixed time $t>0$ cannot be a generic law but it must be infinite divisible.

Definition 1.28. We say that a probability measure $\mu$ on $\mathbb{R}$ is infinite divisible if for any $n \in \mathbb{N}$ there is a probability measure $\mu^{\frac{1}{n}}$ such that

$$
\mu=\mu^{\frac{1}{n}} * \mu^{\frac{1}{n}} * \cdots * \mu^{\frac{1}{n}}
$$

$n$ times

Exercise 1.2. Suppose that $Y_{1}$ and $Y_{2}$ are two independent random variables with probability law $\mu_{1}$ and $\mu_{2}$ respectively. Prove that the of $Y_{1}+Y_{2}$ is given by $\mu_{1} * \mu_{2}$ (i.e. for any Borel set $B \in \mathcal{B}(\mathbb{R})$ we have $\mu_{1} * \mu_{2}(B)=$ $\int_{\mathbb{R}} \mu_{1}(B-x) \mu_{2}(\mathrm{~d} x)$.

Theorem 1.29. Let $X_{t}$ be a Levy process, then, for any $t \in \mathbb{R}_{+}$, the law of $X_{t}$ is infinite divisible.
Proof. Obviously since $X_{0}=0$, the law of $X_{0}$ is infinite divisible. Then, consider $t>0$. For any $n \in \mathbb{N}$ we have that

$$
X_{t}=\sum_{k=0}^{n-1} X_{\frac{t(k+1)}{n}}-X_{\frac{t k}{n}} .
$$

By definition of Levy process $X_{\frac{t(k+1)}{n}}-X_{\frac{t k}{n}}$ are i.i.d random variables. Then, by Exercise 1.2, if $X_{t} \sim \mu$ and $X_{\frac{t(k+1)}{n}}-X_{\frac{t k}{n}} \sim X_{\frac{t}{n}} \sim \mu^{\frac{1}{n}}$ we have $\mu=\mu^{\frac{1}{n}} * \cdots * \mu^{\frac{1}{n}}$.

There is a converse of Theorem 1.29 that we state without proof.
Theorem 1.30. Let $\mu$ be an infinite divisible probability measure, then there is a Levy process such that $X_{1} \sim \mu$.

We want to give an important class of exmples of Levy processes other than Brownian motion and Poisson process.

Definition 1.31. Consider a Poisson process $N_{t}$ with a paramter $\lambda>0$ and let $Y_{1}, \ldots, Y_{n}, \ldots$ be a sequence of i.i.d. random variables indepedent of the process $N$. We call $X_{t}$ a compound Poisson process with paramter $\lambda$ and jump $\operatorname{Law}\left(Y_{i}\right)$ the process

$$
X_{t}(\omega)=\sum_{k=1}^{N_{t}(\omega)} Y_{k}(\omega)
$$

where the sum is equal to zero when $N_{t}(\omega)=0$.
Theorem 1.32. Compound Poisson processes are Levy process.
Proof. Since $N_{0}=0, X_{0}=0$.
In order to prove the theorem it is useful to introduce the process

$$
Z_{t}=\sum_{k=1}^{\lfloor t\rfloor} Y_{k}
$$

where $Z_{t}=0$ for $t<1$. The process $Z_{t}$ is a cadlag process (i.e. it is a process with cadlag paths), furthermore we have that

$$
X_{t}(\omega)=Z_{N_{t}(\omega)}(\omega),
$$

i.e. for any $\omega \in \Omega$ the map $t \mapsto X_{t}(\omega)$ is the composition of the cadlag function $t \mapsto Z_{t}(\omega)$ and the cadlag increasing function $t \mapsto N_{t}(\omega)$. Since the composition of a cadlag function with a increasing cadlag function is cadlag, the function $t \mapsto X_{t}(\omega)$ is cadlag.

What reamian to prove is that $X_{t}$ has independent and homogeneous increments. We prove the statement for $t_{1} \leqslant t_{2} \leqslant t_{3}$, since the general case can be proven in a similar way. We write

$$
K_{1}=X_{t_{2}}-X_{t_{1}}, \quad K_{2}=X_{t_{3}}-X_{t_{2}}, \quad K_{1}^{\prime}=X_{t_{2}-t_{1}}, \quad K_{2}^{\prime}=X_{t_{3}-t_{2}}
$$

and we want to prove that

$$
\begin{equation*}
\varphi_{\left(K_{1}, K_{2}\right)}(u, v)=\mathbb{E}\left[\exp \left(i u K_{1}+i v K_{2}\right)\right]=\varphi_{K_{1}^{\prime}}(u) \varphi_{K_{2}^{\prime}}(v)=\mathbb{E}\left[\exp \left(i u K_{1}^{\prime}\right)\right] \mathbb{E}\left[\exp \left(i v K_{2}^{\prime}\right)\right] \tag{1.7}
\end{equation*}
$$

where $\varphi_{\left(K_{1}, K_{2}\right)}, \varphi_{K_{1}^{\prime}}, \varphi_{K_{2}^{\prime}}$ are the characteristic functions of $\left(K_{1}, K_{2}\right), K_{1}^{\prime}, K_{2}^{\prime}$ respectively. Equation (1.7) will imply that $X_{t_{3}}-X_{t_{2}}$ is independent of $X_{t_{2}}-X_{t_{1}}$ (since two random variables are independent if and only if their joint characteristic function is the product of their marginal charateristic functions) and their are distributed as $X_{t_{3}}-X_{t_{2}} \sim X_{t_{3}-t_{2}}$ and $X_{t_{2}}-X_{t_{1}} \sim X_{t_{2}-t_{1}}$.

By definition of Poisson process we have that $N_{t_{3}}-N_{t_{2}}, N_{t_{2}}-N_{t_{1}}$ and $N_{t_{1}}$ are independent we have

$$
\begin{aligned}
& \varphi_{\left(K_{1}, K_{2}\right)}(u, v)=\mathbb{E}\left[\mathbb{E}\left[e^{i u K_{1}+i v K_{2}} \mid N_{t_{1}}, N_{t_{2}}-N_{t_{1}}, N_{t_{3}}-N_{t_{2}}\right]\right] \\
& =\sum_{k_{1}, k_{2}, k_{3} \in \mathbb{N}} \mathbb{P}\left(N_{t_{3}}-N_{t_{2}}=k_{1}, N_{t_{2}}-N_{t_{1}}=k_{2}, N_{t_{1}}=k_{3}\right) \\
& \mathbb{E}\left[e^{i u K_{1}+i v K_{2}} \mid N_{t_{3}}-N_{t_{2}}=k_{1}, N_{t_{2}}-N_{t_{3}}=k_{2}, N_{t_{1}}=k_{3}\right] \\
& =\sum_{k_{1}, k_{2}, k_{3} \in \mathbb{N}} \mathbb{P}\left(N_{t_{3}}-N_{t_{2}}=k_{1}\right) \mathbb{P}\left(N_{t_{2}}-N_{t_{3}}=k_{2}\right) \mathbb{P}\left(N_{t_{1}}=k_{3}\right) \\
& \mathbb{E}\left[e^{i u\left(\sum_{j=k_{3}+k_{2}+1}^{k_{1}+k_{2}+k_{3}} Y_{j}\right)+i v\left(\sum_{j=k_{3}+1}^{k_{1}+k_{2}} Y_{j}\right)}\right] \\
& =\sum_{k_{1}, k_{2}, k_{3} \in \mathbb{N}} \mathbb{P}\left(N_{t_{3}}-N_{t_{2}}=k_{1}\right) \mathbb{P}\left(N_{t_{2}}-N_{t_{3}}=k_{2}\right) \mathbb{P}\left(N_{t_{1}}=k_{3}\right) \\
& \mathbb{E}\left[e^{i u\left(\sum_{j=k_{3}+k_{2}+1}^{k_{1}+k_{2}+k_{3}} Y_{j}\right)}\right] \mathbb{E}\left[e^{i v\left(\sum_{j=k_{3}+1}^{k_{1}+k_{2}} Y_{j}\right)}\right]= \\
& =\sum_{k_{1}, k_{2} \in \mathbb{N}} \mathbb{P}\left(N_{t_{3}-t_{2}}=k_{1}\right) \mathbb{P}\left(N_{t_{2}-t_{1}}=k_{2}\right) \mathbb{E}\left[e^{i u\left(\sum_{j=1}^{k_{1}} Y_{j}\right)}\right] \\
& \mathbb{E}\left[e^{i v\left(\sum_{j=1}^{k_{2}} Y_{j}\right)}\right] \\
& =\mathbb{E}\left[e^{i u K_{1}^{\prime}}\right] \mathbb{E}\left[e^{i v K_{2}^{\prime}}\right]=\varphi_{K_{1}^{\prime}}(u) \varphi_{K_{2}^{\prime}}(v) .
\end{aligned}
$$

## Chapter 2

## Filtrations, martingales and stopping times

### 2.1 Some definitions

We fix a probability space $(\Omega, \mathcal{F}, \mathbb{P})$.
Definition 2.1. We say that $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$is a filtration if $\mathcal{F}_{t} \subset \mathcal{F}$ are $\sigma$-algebras such that for any $s \leqslant t$ we have $\mathcal{F}_{s} \subset \mathcal{F}_{t}$.

We write

$$
\mathcal{F}_{\infty}=\sigma\left(\mathcal{F}_{t}, t \in \mathbb{R}_{+}\right) .
$$

Definition 2.2. A stochastic process $M_{t}$ is called adapted to the filtration $\mathcal{F}_{t}$ if for any $s \in \mathbb{R}_{+} M_{t}$ is $\mathcal{F}_{t}$ measurable.

A stochastic process $M_{t}$ is called a cadlag process if for any $\omega \in \Omega$ the map $t \mapsto M_{t}(\omega)$ is cadlag.
Definition 2.3. Let $X$ be a stochastic process we call

$$
\mathcal{F}_{t}^{X}=\sigma\left(X_{s}, s \leqslant t\right)
$$

the natural filtration of (or the natural filtration generated by) $X$.
Remark 2.4. A stochastic process is obviously adapted with respect to its natural filtration.
Definition 2.5. Let $M_{t}$ be an adapted stochastic process we say that $\mathbb{E}\left[\left|M_{t}\right|\right]<+\infty$ we say that:

- $\quad M_{t}$ is a $\left(\mathcal{F}_{t}\right)$-martingale if $\mathbb{E}\left[M_{t} \mid \mathcal{F}_{s}\right]=M_{s}$;
- $M_{t}$ is a $\left(\mathcal{F}_{t}\right)$-supermartingale if $\mathbb{E}\left[M_{t} \mid \mathcal{F}_{s}\right] \leqslant M_{s}$;
- $\quad M_{t}$ is a $\left(\mathcal{F}_{t}\right)$-submartingale if $\mathbb{E}\left[M_{t} \mid \mathcal{F}_{s}\right] \geqslant M_{s}$.

We say that $M_{t}$ is a cadlag (super/sub)martingale if $M_{t}$ is cadlag and it is also a (super/sub)martingale.

We denote by

$$
\begin{aligned}
& \tilde{\mathcal{N}}=\{A \in \mathcal{F}, \mathbb{P}(A)=0\}, \\
& \mathcal{N}=\sigma\{A \in \mathcal{F}, \mathbb{P}(A)=0\} .
\end{aligned}
$$

Definition 2.6. Let $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$be a filtration we define the completion $\left\{\mathcal{G}_{t}\right\}_{t \in \mathbb{R}_{+}}$of filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$as

$$
\mathcal{G}_{t}=\sigma\left(\mathcal{F}_{t}, \mathcal{N}\right)=\left\{A \in \mathcal{F}, \exists B \in \mathcal{F}_{t} \text { such that } \mathbb{P}(A \Delta B)=0\right\}
$$

where $A \Delta B=(A \backslash B) \cup(B \backslash A)$. If a filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$coincide with its completion we say that $\mathcal{F}_{t}$ is complete.

If $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$is a filtration we define

$$
\mathcal{F}_{t+}=\bigcap_{s>t} \mathcal{F}_{t} .
$$

Remark 2.7. In general $\mathcal{F}_{t} \neq \mathcal{F}_{t+}$. Indeed let $\mathcal{F}_{t}^{B}$ be the natural filtration of a Brownian motion and define

$$
A_{t}=\left\{\omega \in \Omega, B_{t}(\omega) \text { is right differentiable at } t\right\}=\left\{\omega \in \Omega, \lim _{n \rightarrow+\infty} n\left(B_{t+\frac{1}{n}}(\omega)-B_{t}(\omega)\right) \text { exists }\right\}
$$

Obviously $A_{t} \in \mathcal{F}_{t+}^{B}$ but $A_{t} \notin \mathcal{F}_{t}^{B}$ since it is not possible to know if a function is right differentiable if we have only information of a function from the left.

Definition 2.8. Let $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$be a filtration the right-continuous completion of $\mathcal{F}_{t}$ the filtration $\left\{\mathcal{H}_{t}\right\}_{t \in \mathbb{R}_{+}}$the filtration defined as

$$
\mathcal{H}_{t}=\sigma\left(\mathcal{F}_{t+}, \mathcal{N}\right)
$$

If $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$coincides with its right-continuous completion we say that it is complete and rightcontinuous.

If for any $t \in \mathbb{R}_{+}$we have $\mathcal{F}_{t}=\mathcal{F}_{t+}$ we say that $\mathcal{F}_{t}$ is right continuous.
Definition 2.9. We say that the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$satisfies the usual condition if it complete and it is right-continuous.

### 2.2 Some theorems on filtrations

Theorem 2.10. Let $M_{t}$ be a (super/sub)martingale with respect to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$, then it is also a (super/sub)martingale with respect to $\left\{\mathcal{G}_{t}\right\}_{t \in \mathbb{R}_{+}}$(where $\left\{\mathcal{G}_{t}\right\}_{t \in \mathbb{R}_{+}}$is the completion of $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$).

## Proof. Exercise.

Theorem 2.11. Let $M_{t}$ be a right-continuous (super/sub)martingale with respect to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$, then it is also a (super/sub)martingale with respect to $\left\{\mathcal{H}_{t}\right\}_{t \in \mathbb{R}_{+}}$(where $\left\{\mathcal{H}_{t}\right\}_{t \in \mathbb{R}_{+}}$is the right-continuous completion of $\left.\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}\right)$.

Proof. The proof can be found in [7] Chapter 1 Section 1 (the proof not required at the exam)
Theorem 2.12. Let $B_{t}$ be a Brownian motion and let $\mathcal{G}_{t}^{B}$ its complete natural filtration then $\mathcal{G}_{t}^{B}$ is right continuous (i.e. with the previous notations $\mathcal{H}_{t}^{B}=\mathcal{G}_{t}^{B}$ ).

Lemma 2.13. Let $B_{t}$ be a Brownian motion and $\alpha \in \mathbb{C}$ then

$$
F^{\alpha}\left(B_{t}, t\right)=\exp \left(\alpha B_{t}-\frac{\alpha^{2} t}{2}\right)
$$

is a martingale with respect to its natural filtration $\mathcal{F}_{t}^{B}$ (and so with respect to the completed natural filtration $\left.\mathcal{G}_{t}^{B}\right)$.

Proof. For any $s \leqslant t$ we have that

$$
\begin{aligned}
\mathbb{E}\left[F\left(B_{t}, t\right) \mid \mathcal{F}_{s}^{B}\right] & =\mathbb{E}\left[\left.\exp \left(\alpha B_{t}-\frac{\alpha^{2} t}{2}\right) \right\rvert\, \mathcal{F}_{t}\right] \\
& =\exp \left(\alpha B_{s}-\frac{\alpha^{2} t}{2}\right) \mathbb{E}\left[\exp \left(\alpha B_{t}-\alpha B_{s}\right) \mid \mathcal{F}_{t}\right] \\
& =\exp \left(\alpha B_{s}-\frac{\alpha^{2} t}{2}\right) \mathbb{E}\left[\exp \left(\alpha B_{t}-\alpha B_{s}\right)\right] \\
& =\exp \left(\alpha B_{s}-\frac{\alpha^{2} t}{2}\right) \exp \left(\frac{\alpha^{2}(t-s)}{2}\right)=F^{\alpha}\left(B_{s}, s\right)
\end{aligned}
$$

where we use that $B_{t}-B_{s}$ is independent of $\mathcal{F}_{s}^{B}$.

Proof of Theorem 2.12. For simplicity we write $\mathcal{G}_{t}=\mathcal{G}_{t}^{B}$. The statement is equivalent to prove that

$$
\mathcal{G}_{t}=\bigcap_{n \in \mathbb{N}} \mathcal{G}_{t+\frac{1}{n}}
$$

for each $t>0$, so all the limits $s \downarrow t$ with countable limits $t+\frac{1}{n} \rightarrow t$ for $n \rightarrow+\infty$.
Fix $t, s_{1}, \ldots, s_{m} \geqslant 0$ and $u_{1}, \ldots, u_{m} \in \mathbb{R}$ we want to prove that

$$
\begin{equation*}
\mathbb{E}\left[\exp \left(i\left(\sum_{k=1}^{m} u_{k} B_{s_{k}}\right)\right) \mid \mathcal{G}_{t}\right]=\mathbb{E}\left[\exp \left(i\left(\sum_{k=1}^{m} u_{k} B_{s_{k}}\right)\right) \mid \mathcal{G}_{t+}\right] \tag{2.1}
\end{equation*}
$$

The equality is obviously true when $s_{1}, \ldots, s_{m} \leqslant t$, so we have to prove only the case where $\min \left(s_{k}\right)>t$.

We prove explicitly only the case $m=2$ and $s_{2}>s_{1}>t$, the general case can be proved in a similar way. We have, by Doob martingale convergence (using the fact $\mathbb{E}\left[\exp \left(i\left(u_{1} B_{s_{1}}+u_{2} B_{s_{2}}\right)\right) \left\lvert\, \mathcal{G}_{t+\frac{1}{n}}\right.\right]$ is a uniformly integrable martingale (since it is bounded))

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(i\left(u_{1} B_{s_{1}}+u_{2} B_{s_{2}}\right)\right) \mid \mathcal{G}_{t+}\right]= & \lim _{n \rightarrow+\infty} \mathbb{E}\left[\exp \left(i\left(u_{1} B_{s_{1}}+u_{2} B_{s_{2}}\right)\right) \left\lvert\, \mathcal{G}_{t+\frac{1}{n}}\right.\right] \\
= & \lim _{n \rightarrow+\infty} \exp \left(-\frac{u_{2}^{2} s_{2}}{2}\right) \mathbb{E}\left[\mathbb{E}\left[\exp \left(i\left(u_{1} B_{s_{1}}\right)\right) F^{i u_{2}}\left(B_{s_{2}}, s_{2}\right) \mid \mathcal{G}_{s_{1}}\right] \left\lvert\, \mathcal{G}_{t+\frac{1}{n}}\right.\right] \\
= & \lim _{n \rightarrow+\infty} \exp \left(-\frac{u_{2}^{2}\left(s_{2}-s_{1}\right)}{2}\right) \mathbb{E}\left[\exp \left(i\left(u_{1}+u_{2}\right) B_{s_{1}}\right) \left\lvert\, \mathcal{G}_{t+\frac{1}{n}}\right.\right] \\
= & \lim _{n \rightarrow+\infty} \exp \left(-\frac{u_{2}^{2}\left(s_{2}-s_{1}\right)}{2}-\frac{\left(u_{1}+u_{2}\right)^{2}}{2} s_{1}\right) \\
& \mathbb{E}\left[F^{i\left(u_{1}+u_{2}\right)}\left(B_{s_{1}}, s_{1}\right), \left\lvert\, \mathcal{G}_{t+\frac{1}{n}}\right.\right] \\
= & \lim _{n \rightarrow+\infty} \exp \left(-\frac{u_{2}^{2}\left(s_{2}-s_{1}\right)}{2}-\frac{\left(u_{1}+u_{2}\right)^{2}}{2} s_{1}\right) \\
& F^{i\left(u_{1}+u_{2}\right)}\left(B_{t+\frac{1}{n}}, t+\frac{1}{n}\right) \\
= & \exp \left(-\frac{u_{2}^{2}\left(s_{2}-s_{1}\right)}{2}-\frac{\left(u_{1}+u_{2}\right)^{2}}{2} s_{1}\right) F^{i\left(u_{1}+u_{2}\right)}\left(B_{t}, t\right) \\
= & \mathbb{E}\left[\exp \left(i\left(u_{1} B_{s_{1}}+u_{2} B_{s_{2}}\right)\right) \mid \mathcal{G}_{t}\right]
\end{aligned}
$$

where in the last step we used that $B_{t}$ is continuous. Since the measure is uniquely determined by the characteristic function, a consequence of the equality (2.1) for any Borel set $A \subset \mathbb{R}^{m}$ we have that the conditional probability

$$
\mathbb{P}\left(\left(B_{s_{1}}, \ldots, B_{s_{m}}\right) \in A \mid \mathcal{G}_{t+}\right)=\mathbb{P}\left(\left(B_{s_{1}}, \ldots, B_{s_{m}}\right) \in A \mid \mathcal{G}_{t}\right)
$$

almost surely. Furthermore since the sets of the form

$$
\left\{\left(B_{s_{1}}, \ldots, B_{s_{m}}\right) \in A\right\}
$$

where $m, s_{k}, A$ vary in $m \in \mathbb{N}, s_{1}, \ldots, s_{m} \in \mathbb{R}_{+}$and $A \in \mathcal{B}\left(\mathbb{R}^{m}\right)$, generates the $\sigma$-algebra $\mathcal{G}_{\infty}$ we have that for any $C \in \mathcal{G}_{\infty}$

$$
\mathbb{P}\left(C \mid \mathcal{G}_{t+}\right)=\mathbb{P}\left(C \mid \mathcal{G}_{t}\right)
$$

almost surely. In particular if $C \in \mathcal{G}_{t+}$ we have

$$
\mathbb{I}_{C}=\mathbb{P}\left(C \mid \mathcal{G}_{t+}\right)=\mathbb{P}\left(C \mid \mathcal{G}_{t}\right)=\mathbb{E}\left[\mathbb{I}_{C} \mid \mathcal{G}_{t}\right]
$$

almost surely. Since $\mathcal{G}_{t}$ is complete the previous equality proves that $C \in \mathcal{G}_{t}$, and so $\mathcal{G}_{t+} \subset \mathcal{G}_{t}$.
We conclude this section with a definition and a theorem (whose prove is not required for the exam).
Definition 2.14. Let $X_{t}$ and $Y_{t}$ be two stochastic process we say that

- the process $Y$ is a modification of $X$ if for any $t \geqslant 0$ we have $\mathbb{P}\left(X_{t}=Y_{t}\right)=1$;
- the processes $Y$ and $X$ are indistinguishable if $\mathbb{P}\left(X_{t}=Y_{t}, t \in \mathbb{R}_{+}\right)=1$.

Remark 2.15. Suppose that $X, Y$ are two right-continuous processes, then the definition of indistiguishability and modification coincide.

Theorem 2.16. Let $\left\{\mathcal{H}_{t}\right\}_{t \in \mathbb{R}_{+}}$be a filtration and $M_{t}$ be a (sub)martingale with respect to $\mathcal{H}_{t}$. Suppose also that $\left\{\mathcal{H}_{t}\right\}_{t \in \mathbb{R}_{+}}$is complete and right-continuous (i.e. $\left\{\mathcal{H}_{t}\right\}_{t \in \mathbb{R}_{+}}$satisfies the usual condition), that $\mathcal{H}_{0}$ contains all the null-sets, and the map $t \rightarrow \mathbb{E}\left[M_{t}\right]$ is right-continuous then there is a modification $\tilde{M}_{t}$ of $M_{t}$ which is a cadlag (sub)martingale with respect to $\left\{\mathcal{H}_{t}\right\}_{t \in \mathbb{R}_{+}}$.

### 2.3 Stopping times

We fix a general filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$(i.e. here we do not require that $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$is complete or rightcontinuous if not state otherwise).

Definition 2.17. Let $T: \Omega \rightarrow \mathbb{R}_{+}$be a $\mathcal{F}$ measurable random variable. We say that $T$ is a stopping time with respect to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$if for any $t \in \mathbb{R}_{+}$we have

$$
\{T \leqslant t\} \in \mathcal{F}_{t} .
$$

Remark 2.18. We say that $T: \Omega \rightarrow \mathbb{R}_{+}$is a $\mathcal{F}_{t+}$ stopping time if for any $t \in \mathbb{R}_{+}$we have

$$
\{T \leqslant t\} \in \mathcal{F}_{t+}
$$

Since

$$
\{T<t\}=\bigcup_{n \in \mathbb{N}}\left\{T \leqslant t-\frac{1}{n}\right\} \in \sigma\left(\mathcal{F}_{\left(t-\frac{1}{n}\right)+}, n \in \mathbb{N}\right) \subset \mathcal{F}_{t}
$$

we have that $T$ is a $\mathcal{F}_{t+}$ stopping time if and only if for any $t \in \mathbb{R}_{+}$

$$
\{T<t\} \in \mathcal{F}_{t}
$$

We want to do some examples of stopping times which will be useful in the following. Let $B \in \mathcal{B}(\mathbb{R})$ be a Borel set we define

$$
\begin{aligned}
& \tau_{B}=\inf \left\{t \geqslant 0, X_{t} \in B\right\}, \\
& \tilde{\tau}_{B}=\inf \left\{t>0, X_{t} \in B\right\} .
\end{aligned}
$$

The random variable $\tau_{B}$ is called first entrance time of the set $B$, and $\tilde{\tau}_{B}$ is called first hitting time of the set $B$.

If $X$ has left limit we define

$$
\begin{aligned}
& \sigma_{B}=\inf \left\{t \geqslant 0, X_{t} \in B \text { or } X_{t-} \in B\right\}, \\
& \tilde{\sigma}_{B}=\inf \left\{t>0, X_{t} \in B \text { or } X_{t-} \in B\right\},
\end{aligned}
$$

Obviously if $X_{t}$ is continuous we have $\sigma_{B}=\tau_{B}$ and $\tilde{\sigma}_{B}=\sigma_{B}$.
Proposition 2.19. Suppose that $X_{t}$ is a cadlag or a left continuous process and $B=G$ is an open set then $\tau_{G}$ and $\tilde{\tau}_{G}$ are $\mathcal{F}_{t+}$ stopping times. In particular if $\mathcal{F}_{t}$ is right continuous then $\tau_{G}$ and $\tilde{\tau}_{G}$ are $\left(\mathcal{F}_{t}\right)$ stopping times.

Proof. Since the paths $t \mapsto X_{t}(\omega)$ are right-continuous we have that $\tau_{G}(\omega), \tilde{\tau}_{G}(\omega)<t$ if and only if there is $s \in[0, t)$ (or $s \in(0, t)$ in the case of $\left.\tilde{\tau}_{G}\right)$ such that $X_{s}(\omega) \in G$. Since $X$ is right continuous and $G$ is open this is equivalent to say that there is a $q \in[0, t) \cap \mathbb{Q}$ (or $(0, t) \cap \mathbb{Q}$ for $\left.\tilde{\tau}_{G}\right)$ such that $X_{q}(\omega) \in G$. This means that

$$
\begin{aligned}
& \left\{\tau_{G}<t\right\}=\bigcup_{q \in[0, t) \cap \mathbb{Q}}\left\{X_{q} \in G\right\} \in \sigma\left(X_{s}, s \in[0, t)\right) \subset \mathcal{F}_{t} \\
& \left\{\tilde{\tau}_{G}<t\right\}=\bigcup_{q \in(0, t) \cap \mathbb{Q}}\left\{X_{q} \in G\right\} \in \sigma\left(X_{s}, s \in[0, t)\right) \subset \mathcal{F}_{t} .
\end{aligned}
$$

By Remark 2.18 the thesis is proved.
Proposition 2.20. Suppose that $B=F$ is a closed subset of $\mathbb{R}$ and that $X_{t}$ is cadlag, then $\sigma_{F}$ are $\left(\mathcal{F}_{t}\right)$ stopping times.

Proof. We start by proving that

$$
\left\{\sigma_{F} \leqslant t\right\}=\left\{X_{0} \in F\right\} \cup\left\{X_{s} \in F \text { and } X_{s-} \in F, \text { for some } s \in(0, t]\right\}
$$

It is clear that the event on the left is contained in the event on the right. To prove the opposite inclusion suppose that $\sigma_{F} \leqslant t$. If the event on the right does not happen for any $k \in \mathbb{N}$ there is $t<u_{k}<t+\frac{1}{k}$ such that or $X_{u_{k}}$ or $X_{u_{k}-}$ are in $F$. Since $u_{k} \rightarrow t$, as $k \rightarrow+\infty$, both $X_{u_{k}}, X_{u_{k}-}$ converge to $X_{t}$ as $u_{k} \rightarrow t$ and since $F$ is closed $X_{t} \in F$. This proves the equality.

Let

$$
F_{n}=\left\{y \in \mathbb{R}, \text { there is } x \in F \text { such that }|x-y|<\frac{1}{n}\right\}
$$

i.e. $F_{n}$ is the $\frac{1}{n}$ neighborhood of $F$. We now want to prove that

$$
\left\{X_{0} \in F\right\} \cup\left\{X_{s} \in F \text { and } X_{s-} \in F, \text { for some } s \in(0, t]\right\}=\bigcap_{n \in \mathbb{N}} \bigcup_{q \in[0, t] \cap \mathbb{Q}}\left\{X_{q} \in F_{n}\right\}
$$

Indeed, suppose that $X_{s} \in F$ for some $s \in[0, t]$ then we can find a sequence $q_{j} \in[0, t] \cap \mathbb{Q}$ (or $\left.(0, t] \cap \mathbb{Q}\right)$ such that $X\left(q_{j}\right) \in H_{n}$ for $j$ big enough. This prove that the left hand side of the previous equality is contained in the right hand side.

Conversely suppose that there is a sequence $q_{n} \in[0, t] \cap \mathbb{Q}$ such that $X_{q_{n}} \in F_{n}$ for each $n \in \mathbb{N}$. Since $[0, t]$ is closed there is a increasing or decreasing subsequence $q_{n_{j}}$ converging to some $s \in[0, t]$. This means that $X_{q_{j}}$ converges to $X_{s}$ (if $q_{j}$ is decreasing) or to $X_{s-}$ (if the sequence is decreasing). This means that or $X_{s}$ or $X_{s-}$ must belong to $F=\bigcap_{n \in \mathbb{N}} F_{n}$.

Proposition 2.21. Suppose that $B=F$ is a closed subset of $\mathbb{R}$ and that $X_{t}$ is cadlag, then $\tilde{\sigma}_{F}$ are $\left(\mathcal{F}_{t}\right)$ stopping times.

Proof. We note that

$$
\left\{\tilde{\sigma}_{F} \leqslant t\right\}^{c}=\left(\left\{\sigma_{F} \leqslant t\right\}\right)^{c} \cup\left(\left\{\tilde{\tau}_{F^{c}}=0\right\} \cap\left\{\sigma_{F} \leqslant t\right\}\right)
$$

Indeed the only possibility that $\tilde{\sigma}_{F}$ is bigger then $t$ but $\sigma_{F} \leqslant t$ is that $X_{0} \in F$ but $X_{s} \notin F$ for each $s \in(0, t]$ (this is true because $F$ is closed and $X$ is right-continuous and so if $X_{k} \in F$ in a neighborhood of $t+$ then $X_{t} \in F$ ) which is equivalent to say that $\left\{\tilde{\tau}_{F^{c}}=0\right\}$ and $\sigma_{F} \leqslant t$. By the previous propositions we have that $\left\{\sigma_{F} \leqslant t\right\} \in \mathcal{F}_{t} \subset \mathcal{F}_{t+}$ and $\left\{\tilde{\tau}_{F^{c}}=0\right\} \in \mathcal{F}_{0+}$. Since $\mathcal{F}_{t+}$ is a $\sigma-$ algebra this implies that $\left\{\tilde{\sigma}_{F} \leqslant t\right\}^{c} \in \mathcal{F}_{t+}$, which means that $\left\{\tilde{\sigma}_{F} \leqslant t\right\} \in \mathcal{F}_{t+}$.

Corollary 2.22. If the process $X_{s}$ is continuous and $F$ is closed $\tau_{F}$ is a $\left(\mathcal{F}_{t}\right)$ stopping time and $\tilde{\tau}_{F}$ a $\mathcal{F}_{t+}$ stopping time.

We want to study the composition of a process $X_{t}$ and a stopping time. First we introduce the following definition.

Definition 2.23. If $T$ is a stopping time we defined the $\sigma$-algebra $\mathcal{F}_{T}$ as $\Lambda \in \mathcal{F}_{T}$ if and only if for any $t \geqslant 0$ we have

$$
\Lambda \cap\{T \leqslant t\} \in \mathcal{F}_{t}
$$

Proposition 2.24. Let $T, S$ two stopping times then

1. if $S \leqslant T$ then $\mathcal{F}_{S} \subset \mathcal{F}_{T}$;
2. $\mathcal{F}_{T \wedge S}=\mathcal{F}_{T} \cap \mathcal{F}_{S}$;
3. if $F \in \mathcal{F}_{T \vee S}$ then $F \cap\{S \leqslant T\} \in \mathcal{F}_{T}$;
4. $\mathcal{F}_{T \vee S}=\sigma\left(\mathcal{F}_{T}, \mathcal{F}_{S}\right)$.

Proof. Exercise.

Even if $X_{t}$ is a process adapted with respect to the filtration $\mathcal{F}_{t}$ is not true (in general) that $X_{T}$ is a $\mathcal{F}_{T}$ measurable random variable. We need then the following definition.

Definition 2.25. A process $X_{t}$ is said to be progressive with respect to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$if for any $t \in \mathbb{R}_{+}$the map $X .(\cdot):[0, t] \times \Omega \rightarrow \mathbb{R}$ is $\mathcal{B}([0, t]) \otimes \mathcal{F}_{t}$ measurable.

Theorem 2.26. Suppose that $X$ is progressive and $T$ is a stopping time then $X_{T}$ is $\mathcal{F}_{T}$ measurable on the event $\{T<+\infty\}$.

Proof. We claim that for any $t \in \mathbb{R}_{+}$the map

$$
\omega \mapsto X_{T(\omega) \wedge t}(\omega)
$$

is $\mathcal{F}_{t}$ measurable. Obviously $T \wedge t$ is a stopping time and $T \wedge t$ is $\mathcal{F}_{t}$ measurable. This means (by definition of stopping time as measurable map taking values in $\mathbb{R}_{+}$) that the map

$$
\omega \mapsto(T(\omega) \wedge t, \omega) \in[0, t] \times \Omega
$$

is a measurable map form measure space $\left(\Omega, \mathcal{F}_{t}\right)$ to the measure space $\left([0, t] \times \Omega, \mathcal{B}([0, t]) \otimes \mathcal{F}_{t}\right)$. By definition of progressive the map

$$
(s, \omega) \in[0, t] \times \Omega \mapsto X_{s}(\omega) \in \mathbb{R}
$$

is measurable from the measure space $\left([0, t] \times \Omega, \mathcal{B}([0, t]) \otimes \mathcal{F}_{t}\right)$ into $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$. This implies that the composition of the two maps $\omega \mapsto(T(\omega) \wedge t, \omega)$ with $(s, \omega) \mapsto X_{s}(\omega)$ (which is $\omega \mapsto X_{T(\omega) \wedge t}(\omega)$ ) is a measurable map from $\left(\Omega, \mathcal{F}_{t}\right)$ into $\mathbb{R}$. The previous statement means that

$$
\left\{X_{T \wedge t} \in B\right\} \in \mathcal{F}_{t}
$$

for any Borel set $B \in \mathcal{B}(\mathbb{R})$, and so

$$
\left\{X_{T} \in B, T<+\infty\right\} \cap\{T \leqslant t\}=\left\{X_{T \wedge t} \in B\right\} \cap\{T \leqslant t\} \in \mathcal{F}_{t}
$$

This show that $\left\{X_{T} \in B, T<+\infty\right\} \in \mathcal{F}_{T}$ proving the claim.
Proposition 2.27. Let $X_{t}$ be an adapted cadlag process with respect to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$ then it is also progressive.

Proof. Fix $\tau>0$ define on $[0, \tau] \times \Omega$ the function

$$
X_{n}(t, \omega)=X_{0}(\omega) \mathbb{I}_{\{0\}}(t)+\sum_{k=0}^{2^{n}-1} X_{\frac{(k+1) \tau}{2^{n}}}(\omega) \mathbb{I}_{\left(\frac{k \tau}{2^{n}}, \frac{(k+1) \tau}{2^{n}}\right]}(t)
$$

The function $X_{n}$ is a sum of products of $\mathcal{B}([0, \tau]) \otimes \mathcal{F}_{\tau}$ measurable functions and thus it is $\mathcal{B}([0$, $\tau]) \otimes \mathcal{F}_{\tau}$. By right-continuity of $X_{t}$ we have that, for any $(t, \omega) \in[0, \tau] \times \Omega, X_{n}(t, \omega) \rightarrow X_{t}(\omega)$ as $n \rightarrow+\infty$, thus $X_{t}$ is also $\mathcal{B}([0, \tau]) \otimes \mathcal{F}_{\tau}$ when restricted to $[0, \tau]$.

### 2.4 Doob's optional sampling theorem

The aim of this section is to prove the following results.
Lemma 2.28. Let $T, S$ be $\mathcal{F}_{t}$ stopping times taking values in a finite set $t_{1} \leqslant t_{2} \leqslant \cdots \leqslant t_{m} \leqslant+\infty$. If $X_{t}$ is a submartingale then

$$
\mathbb{E}\left[X_{T} \mid \mathcal{F}_{S}\right] \geqslant X_{S}
$$

almost surely.
Proof. The proof can be found in Chapter 1 Lemma 1.45 of [1].
Theorem 2.29. Let $M$ be a cadlag submartingale with respect to $\mathcal{F}_{t}$ and let $T, S$ be $\mathcal{F}_{t}$-stopping times then for any $\tau>0$

$$
\mathbb{E}\left[X_{T \wedge \tau} \mid \mathcal{F}_{S}\right] \geqslant X_{T \wedge S \wedge \tau},
$$

almost surely. If, in addition,

1. $T$ is almost surely finite,
2. $\mathbb{E}\left[\left|X_{T}\right|\right]<+\infty$,
3. $\lim _{\tau \rightarrow+\infty} \mathbb{E}\left[\left|X_{\tau}\right| \mathbb{I}_{T>\tau}\right]=0$
then

$$
\mathbb{E}\left[X_{T} \mid \mathcal{F}_{S}\right] \geqslant X_{T \wedge S}
$$

almost surely. Finally an analogous theorem holds for cadlag supermartingales and martingales.
Proof. The proof uses Lemma 2.28 and it can be found in Chpater 1 Theorem 1.43 of [1].

### 2.5 Martingale inequalities

Lemma 2.30. Let $M$ be a submartingale, fix a $0<\tau<+\infty$ and let $H \subset[0, \tau]$ be a finite set. Then for any $r>0$ we have

$$
\mathbb{P}\left(\max _{t \in H} M_{t} \geqslant r\right) \leqslant \frac{\mathbb{E}\left[M_{\tau}^{+}\right]}{r}
$$

and

$$
\mathbb{P}\left(\min _{t \in H} M_{t} \leqslant-r\right) \leqslant \frac{\mathbb{E}\left[M_{\tau}^{+}\right]-\mathbb{E}\left[M_{0}\right]}{r}
$$

where $M_{t}^{+}=\max \left(M_{t}, 0\right)$.
Proof. Let $S=\min \left\{t \in H: M_{t} \geqslant r\right\}$ with $S=+\infty$ if $M_{t}<r$ for each $t \in H$, then Theorem 2.29, with $T=\tau$, gives

$$
\mathbb{E}\left[M_{\tau}\right] \geqslant \mathbb{E}\left[M_{S \wedge \tau}\right]=\mathbb{E}\left[M_{S} \mathbb{I}_{\{S<+\infty\}}\right]+\mathbb{E}\left[M_{\tau} \mathbb{I}_{\{S=+\infty\}}\right]
$$

Since $M_{\sigma} \geqslant r$ we get

$$
r \mathbb{P}\left(\max _{t \in H} M_{t} \geqslant r\right)=r \mathbb{P}(S<+\infty) \leqslant \mathbb{E}\left[M_{S} \mathbb{I}_{\{S<+\infty\}}\right] \leqslant \mathbb{E}\left[M_{\tau} \mathbb{I}_{\{S<+\infty\}}\right] \leqslant \mathbb{E}\left[M_{\tau}^{+} \mathbb{I}_{\{S<+\infty\}}\right] \leqslant \mathbb{E}\left[M_{\tau}^{+}\right]
$$

Let $T$ be $T=\min \left\{t \in H, M_{t} \leqslant-r\right\}$ taking $S=0$ in Theorem 2.29 we get

$$
\mathbb{E}\left[M_{0}\right] \leqslant \mathbb{E}\left[M_{T \wedge \tau}\right]=\mathbb{E}\left[M_{T} \mathbb{I}_{\{T<+\infty\}}\right]+\mathbb{E}\left[M_{\tau} \mathbb{I}_{\{T=+\infty\}}\right] .
$$

Thus we get

$$
\begin{aligned}
&-r \mathbb{P}\left(\min _{t \in H} M_{t} \leqslant-r\right)=-r \mathbb{P}(T<+\infty) \geqslant \mathbb{E}\left[M_{T} \mathbb{I}_{\{T<+\infty\}}\right] \geqslant \mathbb{E}\left[M_{0}\right]-\mathbb{E}\left[M_{\tau} \mathbb{I}_{\{T=+\infty\}}\right] \\
& \geqslant \mathbb{E}\left[M_{0}\right]-\mathbb{E}\left[M_{\tau}^{+}\right]
\end{aligned}
$$

Theorem 2.31. Let $M$ be a cadlag submartingale and fix $0<\tau<+\infty$. Then for any $r>0$ we have

$$
\begin{gathered}
\mathbb{P}\left(\max _{t \in[0, \tau]} M_{t} \geqslant r\right) \leqslant \frac{\mathbb{E}\left[M_{\tau}^{+}\right]}{r} \\
\mathbb{P}\left(\min _{t \in[0, \tau]} M_{t} \geqslant r\right) \leqslant \frac{\mathbb{E}\left[M_{\tau}^{+}\right]-\mathbb{E}\left[M_{0}\right]}{r} .
\end{gathered}
$$

Proof. Let $H$ be a countable dense subset of $[0, \tau]$ that contains 0 and $\tau$, and let $H_{1} \subset H_{2} \subset \cdots \subset$ $H_{n} \subset \cdots \subset H$ be finite sets such that $\bigcup_{n \in \mathbb{N}} H_{n}=H$. From Lemma 2.30 we have for any $b<r$, since $M_{t}$ is cadlag,

$$
\begin{gathered}
\mathbb{P}\left(\max _{t \in[0, \tau]} M_{t}>b\right)=\mathbb{P}\left(\max _{t \in H} M_{t}>b\right)=\lim _{n \rightarrow+\infty} \mathbb{P}\left(\max _{t \in H_{n}} M_{t}>b\right) \\
\leqslant \frac{\mathbb{E}\left[M_{\tau}^{+}\right]}{b}
\end{gathered}
$$

Taking $b \rightarrow r$, the first inequality is proved. The second inequality can be proved in a similar way.

Theorem 2.32. Let $M_{t}$ be a cadlag nonnegative submartingale and fix $0<\tau<+\infty$. Then for any $p>1$ we have

$$
\mathbb{E}\left[\sup _{t \in[0, \tau]} M_{t}^{p}\right] \leqslant\left(\frac{p}{p-1}\right)^{p} \mathbb{E}\left[M_{\tau}^{p}\right] .
$$

Proof. Hereafter we write $M_{t}^{*}=\sup _{s \in[0, t]} M_{s}$. The first step of the proof is to establish the following inequality, for any $r>0$, we have

$$
\begin{equation*}
\mathbb{P}\left(M_{\tau}^{*}>r\right) \leqslant \frac{\mathbb{E}\left[M_{\tau} \mathbb{I}_{M_{\tau}^{*} \geqslant r}\right]}{r} \tag{2.2}
\end{equation*}
$$

Let $T_{r}: \Omega \rightarrow \mathbb{R}_{+}$be the function defined as

$$
T_{r}=\inf \left\{t>0, M_{t}>r\right\} .
$$

Since $T_{r}=\tilde{\tau}_{G}$ (i.e. $T$ is the hitting time of the set $G$ ) of the open set $G=(r,+\infty) \subset \mathbb{R}_{+}$, then, by Proposition 2.19, $T_{r}$ is a $\mathcal{F}_{t+}$-stopping time, and so a $\mathcal{H}_{t}$-stopping time (where $\left\{\mathcal{H}_{t}\right\}_{t \in \mathbb{R}_{+}}$is the right-continuous and completed enlargement of $\left.\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}\right)$. Since $M_{t}$ is cadlag we have that $M_{T_{r}} \geqslant r$, furthermore if $M_{\tau}^{*}>r$ then $T_{r} \leqslant \tau$, and thus

$$
r \mathbb{P}\left(M_{\tau}^{*}>r\right) \leqslant \mathbb{E}\left[M_{T_{r}} \mathbb{I}_{\left\{M_{\tau}^{*}>r\right\}}\right] \leqslant \mathbb{E}\left[M_{T_{r}} \mathbb{I}_{\left\{T_{r} \leqslant \tau\right\}}\right]
$$

Since $M_{t}$ is a cadlag $\mathcal{F}_{t}$-submartingale, by Theorem 2.11, it is also a cadlag $\mathcal{H}_{t}$-submartingale, thus Theorem 2.29 gives

$$
\begin{aligned}
\mathbb{E}\left[M_{T_{r}} \mathbb{I}_{\left\{T_{r} \leqslant \tau\right\}}\right] & =\mathbb{E}\left[M_{\tau \wedge T_{r}}\right]-\mathbb{E}\left[M_{\tau} \mathbb{I}_{\left\{T_{r}>\tau\right\}}\right] \\
& \leqslant \mathbb{E}\left[M_{\tau}\right]-\mathbb{E}\left[M_{\tau} \mathbb{I}_{\left\{T_{r}>\tau\right\}}\right]=\mathbb{E}\left[M_{\tau} \mathbb{I}_{\left\{T_{r} \leqslant \tau\right\}}\right] \\
& \leqslant \mathbb{E}\left[M_{\tau} \mathbb{I}_{\left\{M_{\tau}^{*} \geqslant r\right\}}\right]
\end{aligned}
$$

and this verifies inequality (2.2).
Consider $0<b<+\infty$ and let $\mu_{M_{\tau}^{*}}$ be the probability law of $M_{\tau}^{*}$

$$
\begin{aligned}
\mathbb{E}\left[\left(M_{\tau}^{*} \wedge b\right)^{p}\right] & =\int_{0}^{+\infty}(x \wedge b)^{p} \mu_{M_{\tau}^{*}}(\mathrm{~d} x) \\
& =\int_{0}^{b} x^{p} \mu_{M_{\tau}^{*}}(\mathrm{~d} x)+b^{p} \mathbb{P}\left(M_{\tau}^{*}>b\right) \\
& =\left(-x^{p} \int_{x}^{+\infty} \mu_{M_{\tau}^{*}}(\mathrm{~d} y)\right)_{x=0}^{x=b}+p \int_{0}^{b} x^{p-1}\left(\int_{x}^{+\infty} \mu_{M_{\tau}^{*}}(\mathrm{~d} y)\right) \mathrm{d} x+b^{p} \mathbb{P}\left(M_{\tau}^{*}>b\right) \\
& =-b^{p} \mathbb{P}\left(M_{\tau}^{*}>b\right)+p \int_{0}^{b} x^{p-1} \mathbb{P}\left(M_{\tau}^{*}>x\right) \mathrm{d} x+b^{p} \mathbb{P}\left(M_{\tau}^{*}>b\right) \\
& =p \int_{0}^{b} x^{p-1} \mathbb{P}\left(M_{\tau}^{*}>x\right) \mathrm{d} x
\end{aligned}
$$

So, by Holder inequality, we get

$$
\begin{aligned}
\mathbb{E}\left[\left(M_{\tau}^{*} \wedge b\right)^{p}\right] & =\int_{0}^{b} p x^{p-1} \mathbb{P}\left(M_{\tau}^{*}>x\right) \mathrm{d} x \\
& \leqslant \int_{0}^{b} p x^{p-2} \mathbb{E}\left[M_{\tau} \mathbb{I}_{\left\{M_{\tau}^{*} \geqslant x\right\}}\right] \mathrm{d} x \\
& =\mathbb{E}\left[M_{\tau} \int_{0}^{b \wedge M_{\tau}^{*}} p x^{p-2} \mathrm{~d} x\right]=\frac{p}{p-1} \mathbb{E}\left[M_{\tau}\left(M_{\tau}^{*} \wedge b\right)^{p-1}\right] \\
& \leqslant \frac{p}{p-1} \mathbb{E}\left[M_{\tau}^{p}\right]^{\frac{1}{p}} \mathbb{E}\left[\left(M_{\tau}^{*} \wedge b\right)^{p}\right]^{\frac{p-1}{p}}
\end{aligned}
$$

Since $0<\mathbb{E}\left[\left(M_{\tau}^{*} \wedge b\right)^{p}\right]^{\frac{p-1}{p}} \leqslant b$, we can divide the previous inequality by $\mathbb{E}\left[\left(M_{\tau}^{*} \wedge b\right)^{p}\right]^{\frac{p-1}{p}}$ obtaining that

$$
\mathbb{E}\left[\left(M_{\tau}^{*} \wedge b\right)^{p}\right]^{\frac{1}{p}} \leqslant\left(\frac{p}{p-1}\right) \mathbb{E}\left[M_{\tau}^{p}\right]^{\frac{1}{p}}
$$

Rising both sides to the power $p$ and taking $b \rightarrow+\infty$, by Monotone convergence theorem, we get the thesis.

We want to provide an important application of the Theorem 2.32.
Theorem 2.33. (Fernique's theorem for Brownian motion) Fix $\tau \in \mathbb{R}_{+}$, then there for any $C_{\tau}<\frac{1}{2 \tau}$ we have

$$
\mathbb{E}\left[\exp \left(C_{\tau}\left(\sup _{t \in[0, \tau]}\left|B_{t}\right|\right)^{2}\right)\right]=\mathbb{E}\left[\exp \left(C_{\tau} B_{\tau}^{* 2}\right)\right]<+\infty
$$

Proof. We have that

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(C_{\tau}\left(\sup _{t \in[0, \tau]}\left|B_{t}\right|\right)^{2}\right)\right] & =\sum_{n=0}^{+\infty} \frac{C_{\tau}^{n}}{n!} \mathbb{E}\left[\left(\sup _{t \in[0, \tau]}\left|B_{t}\right|\right)^{2 n}\right] \\
& \leqslant \sum_{n=0}^{+\infty} \frac{C_{\tau}^{n}}{n!}\left(\frac{2 n}{2 n-1}\right)^{2 n} \mathbb{E}\left[\left|B_{\tau}\right|^{2 n}\right] .
\end{aligned}
$$

We have that

$$
\left(\frac{2 n}{2 n-1}\right)^{n}=\left(1+\frac{1}{2 n-1}\right)^{n} \rightarrow e, \quad n \rightarrow+\infty
$$

which implies that there is $K>0$ for which

Furthermore we have that

$$
\sup _{n \in \mathbb{N}}\left(\frac{2 n}{2 n-1}\right)^{n} \leqslant K
$$

$$
\begin{aligned}
\mathbb{E}\left[\left|B_{\tau}\right|^{2 n}\right]=\frac{1}{\sqrt{(2 \pi) \tau}} \int_{\mathbb{R}} e^{-\frac{x^{2}}{2 \tau}} x^{2 n} \mathrm{~d} x & =\frac{2}{\sqrt{(2 \pi) \tau}} \int_{0}^{+\infty} e^{-y} y^{\frac{2 n-1}{2}} \mathrm{~d} y=\frac{2^{n-\frac{1}{2}} \tau^{n}}{\sqrt{2 \pi}} \Gamma\left(\frac{2 n+1}{2}\right)= \\
& =2^{n} \frac{(2 n)!}{2^{2 n} n!}=\frac{(2 n)!\tau^{n}}{2^{n} n!}
\end{aligned}
$$

This implies that

$$
\mathbb{E}\left[\exp \left(C_{\tau}\left(\sup _{t \in[0, \tau]}\left|B_{t}\right|\right)^{2}\right)\right] \leqslant K \sum_{n=0}^{+\infty} \frac{C_{\tau}^{n}(2 n)!}{2^{n}(n!)^{2}} \tau^{n} .
$$

Using Stirling approximation we have that

$$
\frac{(2 n)!}{(n!)^{2}} \sim \frac{(2 n)^{2 n} e^{-2 n} \sqrt{4 \pi n}}{(n)^{2 n} e^{-2 n} 2 \pi n} \sim \frac{2^{2 n}}{\pi \sqrt{n}},
$$

as $n \rightarrow+\infty$, which implies that there exists a constant $K^{\prime}>0$ for which

Thus we obtain

$$
\frac{(2 n)!}{(n!)^{2}} \leqslant K^{\prime} 2^{2 n}
$$

$$
\mathbb{E}\left[\exp \left(C_{\tau}\left(\sup _{t \in[0, \tau]}\left|B_{t}\right|\right)^{2}\right)\right] \leqslant K \sum_{n=0}^{+\infty} 2^{n} C_{\tau}^{n} \tau^{n}
$$

which is convergent whenever $C_{\tau} \leqslant \frac{1}{2 \tau}$.

## Chapter 3

## Continuous (local) martingales

### 3.1 The space of continuous $L^{2}$ martingales

In this section we want to consider continuous $L^{2}(\Omega)$ martingales.
Definition 3.1. Let $M_{t}$ be a martingale with respect to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$, we say that $M_{t}$ is a continuous martingales (bounded) in $L^{2}$ if for any $\omega \in \Omega$ the map $t \mapsto M_{t}(\omega)$ is continuous and if for any $t \in \mathbb{R}_{+}, \mathbb{E}\left[M_{t}^{2}\right]<+\infty$. We denote by $\mathcal{M}_{c}^{2}\left(\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}\right)$(or simply $\mathcal{M}_{c}^{2}$ ) the set of $L^{2}$ continuous martingales.

On $\mathcal{M}_{c}^{2}$ we define the function

$$
d_{\mathcal{M}_{c}^{2}}(M, N)=\sum_{n \in \mathbb{N}} 2^{-n}\left(1 \wedge\left(\mathbb{E}\left[\left|M_{n}-N_{n}\right|^{2}\right]\right)^{1 / 2}\right)
$$

The function $\mathcal{M}_{c}^{2}$ is not a distance on $\mathcal{M}_{c}^{2}$. Indeed, although it is positive, symmetric and satisfies triangular inequality it is not true that $d_{\mathcal{M}_{c}^{2}}(M, N)=0$ if and only if $N=M$. In any case a positive, weak, result holds.

Proposition 3.2. Consider $M, N \in \mathcal{M}_{c}^{2}$ then $d_{\mathcal{M}_{c}^{2}}(M, N)=0$ if and only if $M$ and $N$ are indistinguishable.

Proof. If $d_{\mathcal{M}_{c}^{2}}(M, N)=0$ then for any $n \in \mathbb{N}$ we have $\mathbb{E}\left[\left(M_{n}-N_{n}\right)^{2}\right]=0$. Since $M, N$ are martingales then $\left(M_{t}-N_{t}\right)^{2}$ is a submartingale (since is the composition of the martingale $M-N$ with a convex function), which implies that

$$
\mathbb{E}\left[\left(M_{t}-N_{t}\right)^{2}\right] \leqslant \mathbb{E}\left[\left(M_{\lfloor t\rfloor+1}-N_{\lfloor t\rfloor+1}\right)^{2}\right]=0 .
$$

This implies that for any $t \in \mathbb{R}_{+}$then $\mathbb{P}\left(M_{t}=N_{t}\right)=1$, and so $N$ is a modification of $M$. Since both $N$ and $M$ are continuous, and thus they are cadlag and for cadlag martingales the a process is a modification of another if and only if they are indistinguishable then $M$ and $N$ are indistinguishable.

Proposition 3.2 suggests to consider the space

$$
\hat{\mathcal{M}}_{c}^{2}=\mathcal{M}_{c}^{2} / \sim_{\mathrm{ind}}
$$

where $\sim_{\text {ind }}$ is the equivalence relation for which $N \sim_{\text {ind }} M$ if the process $N$ is indistinguishable from $M$. By Proposition 3.2 the function $d_{\mathcal{M}_{c}^{2}}$ is compatible with respect the the equivalence relation $\sim_{\text {ind }}$ and so it pass to the quotient. With an abuse of notation we denote again by $d_{\mathcal{M}_{c}^{2}}$ the function $d_{\mathcal{M}_{c}^{2}}$ on the set $\hat{\mathcal{M}}_{c}^{2}$.

Remark 3.3. It is important to note that by Theorem 2.32 an equivalent metric on $\hat{\mathcal{M}}_{c}^{2}$ is given by

$$
\tilde{d}_{\mathcal{M}_{c}^{2}}(M, N)=\sum_{n \in \mathbb{N}} 2^{-n}\left(\mathbb{E}\left[\sup _{t \in[n-1, n]}\left|M_{t}-N_{t}\right|^{2}\right]^{1 / 2} \wedge 1\right) .
$$

Theorem 3.4. The set $\hat{\mathcal{M}}_{c}^{2}\left(\left\{\mathcal{G}_{t}\right\}_{t \in \mathbb{R}_{+}}\right)$of $L^{2}$ continuous martingales with respect to the continuous filtration $\left\{\mathcal{G}_{t}\right\}_{t \in \mathbb{R}_{+}}$is a complete metric space with respect to $d_{\mathcal{M}_{c}^{2}}$.

Proof. The function $d_{\mathcal{M}_{c}^{2}}$ is positive, symmetric and satisfies the triangular inequality and for Proposition $3.2 d_{\mathcal{M}_{c}^{2}}(\{N\},\{M\})$ if and only if $M \sim_{\text {ind }} N$ (and so they are the same object in $\hat{\mathcal{M}}_{c}^{2}$ ).

What remains to prove is that $\hat{\mathcal{M}}_{c}^{2}$ is complete with respect to $d_{\mathcal{M}_{c}^{2}}$. Let $\left\{M^{n}\right\}$ be a Cauchy sequence in $\hat{\mathcal{M}}_{c}^{2}$ (where $M^{n}$ is some sequence in $\mathcal{M}_{c}^{2}$ of on of their representative), then we have that for any for any $t \in \mathbb{R}_{+}$

$$
\left(1 \wedge \mathbb{E}\left[\left|M_{t}^{k}-M_{t}^{h}\right|^{2}\right]\right)^{1 / 2} \leqslant\left(1 \wedge \mathbb{E}\left[\left|M_{\lfloor t\rfloor+1}^{k}-M_{\lfloor t\rfloor+1}^{h}\right|^{2}\right]\right)^{1 / 2} \leqslant 2^{\lfloor t\rfloor+1} d_{\mathcal{M}_{c}^{2}}\left(M^{k}, M^{h}\right)
$$

It follows that for each $t \in \mathbb{R}_{+}$, the sequence $\left\{M_{t}^{k}\right\}_{k \in \mathbb{N}}$ is a Cauchy sequence in $L^{2}(\Omega)$. This means that for each $t \in \mathbb{R}_{+}$there is an adapted process $Y_{t}$ such that $M_{t}^{k} \rightarrow Y_{t}$ in $L^{2}(\Omega)$. Furthermore if $\tilde{Y}_{t}$ is any adapted modification of $Y_{t}$ (which is equivalent to any modification since the set of measure 0 are inside $\mathcal{G}_{t}$ being $\left\{\mathcal{G}_{t}\right\}_{t \in \mathbb{R}_{+}}$a complete filtration) we have also $M_{t}^{k} \rightarrow \tilde{Y}_{t}$ in $L^{2}(\Omega)$. Furthermore the process $Y_{t}$ (and so any modification of it) are $\mathcal{G}_{t}$ martingale. Indeed for any $A \in \mathcal{G}_{s}$ we have that

$$
\mathbb{E}\left[\mathbb{I}_{A} Y_{t}\right]=\lim _{k \rightarrow+\infty} \mathbb{E}\left[\mathbb{I}_{A} M_{t}^{k}\right]=\lim _{k \rightarrow+\infty} \mathbb{E}\left[\mathbb{I}_{A} M_{s}^{k}\right]=\mathbb{E}\left[\mathbb{I}_{A} Y_{s}\right]
$$

from which we can conclude that $Y_{t}$ is a martingale.
In general $Y_{t} \notin \mathcal{M}_{c}^{2}$ since it can happen that $t \mapsto Y_{t}(\omega)$ is not continuous. We want now to prove that there is a modification of $Y_{t}$ which is continuous. By Remark 3.3 we can choose $M^{n_{k}}$ a subsequence of $M_{t}^{n}$ for which

$$
\mathbb{P}\left(\sup _{0 \leqslant t \leqslant k}\left|M_{t}^{n_{k}}-M_{t}^{n_{k+1}}\right|>2^{-k}\right) \leqslant 2^{-k} .
$$

Indeed consider an increasing sequence $n_{k} \uparrow+\infty$ such that

$$
\tilde{d}_{\mathcal{M}_{c}^{2}}\left(M^{n}, M^{m}\right) \leqslant 2^{-3 k}
$$

for any $n, m \geqslant n_{k}$. Then we have that

$$
\left(1 \wedge \mathbb{E}\left[\sup _{1 \leqslant t \leqslant k}\left|M_{t}^{n}-M_{t}^{m}\right|^{2}\right]\right)^{1 / 2} \leqslant 2^{k} \tilde{d}_{\mathcal{M}_{c}^{2}}\left(M^{n}, M^{m}\right) \leqslant 2^{-2 k}
$$

for $n, m \geqslant n_{k}$. Thus, by Markov inequality we have

Since

$$
\mathbb{P}\left(\sup _{0 \leqslant t \leqslant k}\left|M_{t}^{n_{k}}-M_{t}^{n_{k+1}}\right|>2^{-k}\right) \leqslant 2^{2 k} \mathbb{E}\left[\sup _{1 \leqslant t \leqslant k}\left|M_{t}^{n}-M_{t}^{m}\right|^{2}\right] \leqslant 2^{2 k-4 k} \leqslant 2^{-2 k}
$$

$$
\sum_{k=1}^{+\infty} \mathbb{P}\left(\sup _{0 \leqslant t \leqslant k}\left|M_{t}^{n_{k}}-M_{t}^{n_{k+1}}\right|>2^{-k}\right) \leqslant \sum_{k=1}^{+\infty} 2^{-k}<+\infty
$$

for Borel-Cantelli lemma

$$
\Omega_{1}=\left(\limsup _{k \rightarrow+\infty}\left\{\sup _{0 \leqslant t \leqslant k}\left|M_{t}^{n_{k}}-M_{t}^{n_{k+1}}\right|>2^{-k}\right\}\right)^{c}=\liminf _{k \rightarrow+\infty}\left\{\sup _{0 \leqslant t \leqslant k}\left|M_{t}^{n_{k}}-M_{t}^{n_{k+1}}\right| \leqslant 2^{-k}\right\}
$$

has measure 1. This means that for any for any $\tau>0$ and $\omega \in \Omega_{1}$ the sequence of function $t \mapsto$ $M_{t}^{n_{k}}(\omega)$ is a Cauchy sequence in $C^{0}([0, \tau], \mathbb{R})$, and so for any $\omega \in \Omega_{1}$ there is a unique continuous function $t \mapsto M_{t}(\omega)$ such that $M_{t}^{n_{k}}(\omega) \rightarrow M_{t}(\omega)$ uniformly on compact subsets of $\mathbb{R}_{+}$. Consider the process

$$
M_{t}(\omega)= \begin{cases}\lim _{k \rightarrow+\infty} M_{t}^{n_{k}}(\omega) & \omega \in \Omega_{1} \\ 0 & \omega \notin \Omega_{1}\end{cases}
$$

then $M_{t}(\omega)$ is a continuous process, it is adapted (since $\Omega_{1} \in \mathcal{G}_{0} \subset \mathcal{G}_{t}$ being a set of full measure) and $M_{t}^{n_{k}} \rightarrow M_{t}$ almost surely. This implies that $M_{t}$ is a modification of $Y_{t}$, thus $M_{t} \in \mathcal{M}_{c}^{2}$ and

$$
\mathbb{E}\left[\left\lfloor M_{k}-\left.M_{k}^{n}\right|^{2}\right] \rightarrow 0\right.
$$

as $n \rightarrow+\infty$ and for any $k \in \mathbb{N}$. This implies that $d_{\mathcal{M}_{c}^{2}}\left(M, M^{n}\right) \rightarrow 0$ as $n \rightarrow+\infty$ which proves the thesis.
Remark 3.5. It is possible to generalize the previous theorem considering $\mathcal{M}_{\text {cadlag, }}^{2}$, i.e. the set of $L^{2}(\Omega)$ cadlag martingales, instead of $\mathcal{M}_{c}^{2}$. Theorem 3.4 implies that $\mathcal{M}_{c}^{2}$ is a closed subspace of $\mathcal{M}_{\text {cadlag }}^{2}$.

If $X$ is a (progressive) process and $T$ is a stopping time, then we denote by

$$
X_{t}^{T}=X_{t \wedge T}
$$

the process $X$ stopped at the stopping time $T$.
Definition 3.6. Let $M$ be an adapted continuous process. We say that $M$ is a local martingale if there is a sequence of stopping time $T_{1} \leqslant T_{2}<\cdots \leqslant T_{n} \leqslant \cdots$ such that $T_{n} \rightarrow+\infty$ almost surely as $n \rightarrow+\infty$ and $M_{t}^{T_{n}}$ is a continuous martingale. Hereafter, we call a sequence of stopping times $\left\{T_{n}\right\}_{n \in \mathbb{N}}$ with the previous properties localization stopping times.
Remark 3.7. If $M_{0}$ is $L^{2}(\Omega)$ and since we only consider continuous local martingale, we can always consider the localization sequence $\left\{T_{n}\right\}_{n \in \mathbb{N}}$ such that $M^{T_{n}}$ is a $\mathcal{M}_{c}^{2}$ martingale. Indeed, consider

$$
S_{n}=\inf \left\{t \geqslant 0,\left|M_{t}\right|>n\right\}
$$

then

$$
\left|M_{t}^{S_{n} \wedge T_{n}}\right| \leqslant\left|M_{0}\right| \vee n \in L^{2}(\Omega)
$$

In the same way if $M_{0} \in L^{\infty}(\Omega)$ we can suppose that $M^{T_{n}}$ is a bounded martingale.

### 3.2 Bounded variation processes

Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a continuous function. For any $t \in \mathbb{R}_{+}$we denote by $\Pi([0, t])$ the set of (finite) partitions of the interval $[0, t]$. It is important to note that $\Pi([0, t])$ has a partial order given by the inclusion $\pi \subset \pi^{\prime}$. Furthermore, for any two partition $\pi, \pi^{\prime}$, the union $\pi \cup \pi^{\prime}$ is the smallest partition containing both $\pi, \pi^{\prime}$ and the intersection $\pi \cap \pi^{\prime}$ is the biggest partition which is contained in both $\pi$ and $\pi^{\prime}$. We can defined also the diameter of a partition as

$$
|\pi|=\max \left\{\left|t_{i}-t_{i-1}\right|, t_{i} \in \pi \backslash\{0\}\right\}
$$

Finally, we denote by $\Pi([0, \infty))$ the set of partitions of $[0,+\infty)$ which are locally finite, i.e. if $\pi \in \Pi([0, \infty))$ then $\pi^{t}=(\pi \cap[0, t]) \cup\{t\}$ is a finite partition of $[0, t]$.
Definition 3.8. Let $F: \Pi([0, t]) \rightarrow \mathbb{R}$ be a function we say that the limit

$$
\lim _{|\pi| \rightarrow 0} F(\pi)
$$

exists if, for any sequence $\pi_{1} \subset \pi_{2} \subset \cdots \subset \pi_{n} \subset \cdots \in \Pi([0, t])$ of increasing partitions of $[0, t]$ such that $\left|\pi_{n}\right| \rightarrow 0$, as $n \rightarrow+\infty$, the limit $\lim _{n \rightarrow+\infty} F\left(\pi_{n}\right)$ exists and it does not depend on the sequence. In this case, we write

$$
\lim _{|\pi| \rightarrow 0} F(\pi)=\lim _{n \rightarrow+\infty} F\left(\pi_{n}\right)
$$

Let $f$ be a measurable function, we denote by

$$
V_{t}(f):=\sup _{\pi \in \Pi([0, t])}\left(\sum_{t_{i} \in \pi \backslash\{0\}}\left|f\left(t_{i}\right)-f\left(t_{i-1}\right)\right|\right)=: \sup _{\pi \in \Pi([0, t])} V_{t}^{\pi}(f)
$$

the variation of the function $f$ in the interval $[0, t]$.
Remark 3.9. By triangular inequality, if $\pi \subset \pi^{\prime} \in \Pi([0, t])$ then

$$
V_{t}^{\pi}(f) \leqslant V_{t}^{\pi^{\prime}}(f)
$$

Definition 3.10. A function $f$ is said to have bounded variation on $\mathbb{R}_{+}$if, for any $t \in \mathbb{R}_{+}$, we have $V_{t}(f)<+\infty$.

Definition 3.11. Consider two Borel functions $f, g: \mathbb{R}_{+} \rightarrow \mathbb{R}$ we define the Riemann-Stieltjes integral $\int_{0}^{t} g(t) \mathrm{d} f(t)$, as the following limit

$$
\int_{0}^{t} g(t) \mathrm{d} f(t)=\lim _{|\pi| \rightarrow 0} \sum_{t_{i} \in \pi \backslash\{0\}} g\left(\xi_{i}\right)\left(f\left(t_{i}\right)-f\left(t_{i-1}\right)\right),
$$

where $\xi_{i}$ is any point $t_{i-1} \leqslant \xi_{i}<t_{i}$.
Herafter if $\pi \in \Pi([0, t])$ and $\bar{\xi}=\left\{\xi_{t_{i}}\right\}_{t_{i} \in \pi \backslash\{0\}}$ such that $t_{i-1} \leqslant \xi_{t_{i}}<t_{i}, g, f$ are two Borel function we define

$$
\Gamma(\pi, \bar{\xi}, g, f)=\sum_{t_{i} \in \pi \backslash\{0\}} g\left(\xi_{t_{i}}\right)\left(f\left(t_{i}\right)-f\left(t_{i-1}\right)\right) .
$$

Theorem 3.12. Let $g$ be a continuous function and let $f$ be a right-continuous function with bounded variation, then the Riemann-Stieltjes integral is well defined.

Proof. Let $\pi \subset \pi^{\prime}$ be two partitions, then there is a map

$$
I^{\pi^{\prime}, \pi}: \pi^{\prime} \rightarrow \pi
$$

associating with any $t_{j^{\prime}}^{\prime} \in \pi^{\prime}$ the $t_{i} \in \pi$ which is the biggest $t_{i} \in \pi$ that is less or equal then $t_{i} \leqslant t_{j^{\prime}}^{\prime}$. Using this notation, we have

$$
\begin{gathered}
\left|\Gamma(\pi, \bar{\xi}, g, f)-\Gamma\left(\pi^{\prime}, \bar{\xi}^{\prime}, g, f\right)\right|=\left|\sum_{t_{i} \in \pi \backslash\{0\}} g\left(\xi_{t_{i}}\right)\left(f\left(t_{i}\right)-f\left(t_{i-1}\right)\right)-\sum_{t_{j^{\prime}}^{\prime} \in \pi^{\prime} \backslash\{0\}} g\left(\xi_{t_{j}^{\prime}}^{\prime}\right)\left(f\left(t_{j}^{\prime}\right)-f\left(t_{j-1}^{\prime}\right)\right)\right|= \\
=\left|\sum_{t_{j^{\prime}}^{\prime} \in \pi^{\prime} \backslash\{0\}}\left(g\left(\xi_{I^{\pi^{\prime}, \pi}\left(t_{j^{\prime}}^{\prime \prime}\right.}\right)-g\left(\xi_{t_{j}^{\prime}}\right)\right)\left(f\left(t_{j^{\prime}}^{\prime}\right)-f\left(t_{j^{\prime}-1}^{\prime}\right)\right)\right| \leqslant \\
\leqslant\left(\max _{t_{j^{\prime}}^{\prime} \in \pi^{\prime} \backslash\{0\}}\left|g\left(\xi_{I^{\pi^{\prime}, \pi\left(t_{j^{\prime}}\right)}}\right)-g\left(\xi_{t_{j^{\prime}}^{\prime}}\right)\right|\right)\left(\sum_{t_{j^{\prime}}^{\prime} \in \pi^{\prime}}\left(f\left(t_{j^{\prime}}^{\prime}\right)-f\left(t_{j^{\prime}-1}^{\prime}\right)\right)\right) \\
\leqslant\left(\max _{t_{i} \in \pi \backslash\{0\}}\left(\sup _{t, s \in\left[t_{i-1}, t_{i}\right]}|g(t)-g(s)|\right)\right) V_{t}(f) .
\end{gathered}
$$

If $\pi_{1} \subset \cdots \subset \cdots \subset \pi_{n} \subset \cdots \in \Pi([0, t])$ is any increasing sequence such that $\left|\pi_{n}\right| \rightarrow 0$, since

$$
\max _{t_{i} \in \pi_{n} \backslash\{0\}}\left(\sup _{t, s \in\left[t_{i-1}, t_{i}\right]}|g(t)-g(s)|\right) \rightarrow 0, \quad n \rightarrow+\infty,
$$

being $g$ uniformly continuous on $[0, t]$, the sequence $\left\{\Gamma\left(\pi_{n}, \bar{\xi}, g, f\right)\right\}_{n \in \mathbb{N}}$ is a Cauchy sequence on $\mathbb{R}$ which has a unique limit. If now $\left\{\pi_{n}^{\prime}\right\}_{n \in \mathbb{N}}$ is another increasing sequence by the previous computation we have

$$
\begin{aligned}
& \left|\Gamma\left(\pi_{n}, \bar{\xi}, g, f\right)-\Gamma\left(\pi_{n}^{\prime}, \bar{\xi}^{\prime}, g, f\right)\right| \leqslant \\
& \leqslant\left|\sum_{t_{i} \in \pi_{n} \backslash\{0\}} g\left(\xi_{t_{i-1}}\right)\left(f\left(t_{i}\right)-f\left(t_{i-1}\right)\right)-\sum_{t_{j}^{\prime} \in \pi_{n}^{\prime} \cup \pi_{n} \backslash\{0\}} g\left(\xi_{t_{j}^{\prime}}^{\prime}\right)\left(f\left(t_{j}^{\prime}\right)-f\left(t_{j-1}^{\prime}\right)\right)\right|+ \\
& +\left|\sum_{t_{i} \in \pi_{n}^{\prime} \backslash\{0\}} g\left(\xi_{t_{i-1}}\right)\left(f\left(t_{i}\right)-f\left(t_{i-1}\right)\right)-\sum_{t_{j}^{\prime} \in \pi_{n}^{\prime} \cup \pi_{n} \backslash\{0\}} g\left(\xi_{t_{j}^{\prime}}^{\prime}\right)\left(f\left(t_{j}^{\prime}\right)-f\left(t_{j-1}^{\prime}\right)\right)\right| \leqslant \\
& \leqslant\left(\max _{t_{i} \in \pi_{n} \backslash\{0\}}\left(\sup _{t, s \in\left[t_{i-1}, t_{i}\right]}|g(t)-g(s)|\right)+\max _{t_{i} \in \pi_{n}^{\prime} \backslash\{0\}}\left(\sup _{t, s \in\left[t_{i-1}, t_{i}\right]}|g(t)-g(s)|\right)\right) V_{t}(f) .
\end{aligned}
$$

This means that $\left\{\Gamma\left(\pi_{n}, \bar{\xi}, g, f\right)\right\}_{n \in \mathbb{N}}$ and $\left\{\Gamma\left(\pi_{n}^{\prime}, \bar{\xi}^{\prime}, g, f\right)\right\}_{n \in \mathbb{N}}$ have the same limit which is the Riemmann-Stieltjes integral $\int_{0}^{t} g(t) \mathrm{d} f(t)$.

For the following it is useful the following lemma.
Proposition 3.13. Suppose that $f$ is a cadlag bounded variation function, then the map $t \mapsto V_{t}(f)$ is a cadlag function and

$$
V_{t}(f)-V_{t-}(f)=|f(t)-f(t-)| .
$$

Proof. We give here only a sketch of the proof for a detailed treatment of the topic see Chapter 2 and Chapter 10 of [8].

For any $a, b \in \mathbb{R}_{+}$we denote by $\Pi([a, b])$ the partitions of $[a, b]$ and we write

$$
V(f,[a, b])=\sup _{\pi \in \Pi([a, b])} \sum_{t_{i} \in \pi \backslash\{a\}}\left|f\left(t_{i}\right)-f\left(t_{i-1}\right)\right| .
$$

It is possible to prove that for any $c \in(a, b)$ we have

$$
V(f,[a, b])=V(f,[a, c])+V(f,[c, b])
$$

and obviously $V_{t}(f)=V(f,[0, t])$, thus

$$
V_{t}(f)=V_{t_{0}}(f)-V\left(f,\left[t, t_{0}\right]\right)
$$

and so $\lim _{s \rightarrow t_{+}} V_{t}(f)=V_{t_{0}}(f)-\lim _{s \rightarrow t_{+}} V\left(f,\left[s, t_{0}\right]\right)$, and so $V_{t}(f)$ is right continuous if $\lim _{s \rightarrow t+} V(f$, $\left.\left[s, t_{0}\right]\right)=V\left(f,\left[t, t_{0}\right]\right)$. If $\pi \in \Pi\left(\left[t, t_{0}\right]\right)$ is any partition of $\left[t, t_{0}\right]$ let $t_{\pi, \text { min }}$ the first element in $\pi$ after $t$ then

$$
V^{\pi}\left(f,\left[t, t_{0}\right]\right)-\left|f(t)-f\left(t_{\min }\right)\right|=V^{\pi \backslash\{t\}}\left(f,\left[t_{\min }, t_{0}\right]\right) \leqslant V\left(f,\left[t_{\min }, t_{0}\right]\right)
$$

From which we get

$$
V^{\pi}\left(f,\left[t, t_{0}\right]\right)-V\left(f,\left[t_{\min }, t_{0}\right]\right) \leqslant\left|f(t)-f\left(t_{\min }\right)\right| .
$$

Taking the limit $|\pi| \rightarrow 0$ we get

$$
0 \leqslant V\left(f,\left[t, t_{0}\right]\right)-\lim _{s \rightarrow t+} V\left(f,\left[s, t_{0}\right]\right) \leqslant \lim _{s \rightarrow t_{+}}|f(t)-f(s)|=0
$$

since $f$ is cadlag. In a similar way if $\pi \in \Pi([0, t])$ and being $t_{\pi, \text { max }}$ the first element in $\pi$ before $t$ we have

$$
V_{t}^{\pi}(f)-\left|f(t)-f\left(t_{\pi, \max }\right)\right| \leqslant V_{t_{\pi, \max }}(f)
$$

to which we get $V_{t}(f)-V_{t-}(f) \leqslant|f(t)-f(t-)|$. In a similar way

$$
V_{t_{\pi, \max }^{\pi \backslash\{t\}}}^{\pi}(f)+\left|f(t)-f\left(t_{\pi, \max }\right)\right| \leqslant V_{t}(f)
$$

taking $\pi \backslash\{t\}=\tilde{\pi} \in \Pi\left(\left[0, t_{\pi, \text { max }}\right]\right)$ we get

$$
\left|f(t)-f\left(t_{\pi, \max }\right)\right| \leqslant V_{t}(f)-V_{t_{\pi, \max } \backslash\{t\}}^{\pi}(f) \rightarrow V_{t}(f)-V_{t_{\pi, \max }}(f)
$$

and so taking $t_{\pi, \max } \rightarrow t$ we get $|f(t)-f(t-)| \leqslant V_{t}(f)-V_{t-}(f)$.
Remark 3.14. An important consequence of Proposition 3.13 is that if $f$ is a continuous function with bounded variation then the function $t \mapsto V_{t}(f)$ is an increasing continuous function.

Definition 3.15. A continuous adapted process $X$ on $\mathbb{R}_{+}$has bounded variation if $V_{t}(X .(\omega))<+\infty$ almost surely.

Theorem 3.16. Let $M_{t}$ be a continuous local martingale with bounded variation, then $M_{t}=M_{0}$ almost surely.
Proof. Without loss of generality, we can suppose that $M_{t} \in \mathcal{M}_{c}^{2}$ and that $V_{s}(M)<C$ for some $C>0$. Indeed, if $T_{n}$ is the localization sequence making for which $M^{T_{n}}$ is a martingale and we denote by

$$
S_{n}=\inf \left\{t \geqslant 0,\left|M_{t}\right| \geqslant n\right\} \wedge \inf \left\{t \geqslant 0, V_{t}(M .) \geqslant n\right\},
$$

then also $T_{n} \wedge S_{n}$ is a localization sequence and $M^{T_{n} \wedge S_{n}} \mathbb{I}_{\left\{M_{0} \leqslant n\right\}}$ is a $\mathcal{M}_{c}^{2}$ (more precisely, bounded) martingale and $V_{t}(M) \leqslant$.$n (we recall that by Proposition 3.13$ and Remark 3.14 the function $V_{t}(M$.$) is continuous and so \inf \left\{t \geqslant 0, V_{t}(M) \geqslant n.\right\}$ is a $\mathcal{F}_{t}$ stopping time). If the theorem holds for $M^{T_{n} \wedge S_{n}} \mathbb{I}_{\left\{\left|M_{0}\right| \leqslant n\right\}}$, i.e. $M_{t}^{T_{n} \wedge S_{n}}=M_{0}$ on $\left|M_{0}\right| \leqslant n$ almost surely, then

$$
M_{t}=\lim _{n \rightarrow+\infty} M_{t}^{T_{n} \wedge S_{n}}=M_{0}
$$

almost surely. Thus, it is enough to prove the theorem for $M$ with the previous conditions.
Since $M_{t}$ is a martingale, for any $\pi \in \Pi([0, t])$, we have that

$$
\mathbb{E}\left[\left(M_{t}-M_{0}\right)^{2}\right]=\mathbb{E}\left[M_{t}^{2}\right]-\mathbb{E}\left[M_{0}^{2}\right]=\mathbb{E}\left[\sum_{t_{i} \in \pi \backslash\{0\}} M_{t_{i}}^{2}-M_{t_{i-1}}^{2}\right]=\mathbb{E}\left[\sum_{t_{i} \in \pi \backslash\{0\}}\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}\right],
$$

where we used the fact that $\mathbb{E}\left[M_{t_{i}} M_{t_{i-1}}\right]=\mathbb{E}\left[\mathbb{E}\left[M_{t_{i}} \mid \mathcal{F}_{t_{i}}\right] M_{t_{i-1}}\right]=\mathbb{E}\left[M_{t_{i-1}}^{2}\right]$. Thus we have that

$$
\begin{aligned}
\mathbb{E}\left[\left(M_{t}-M_{0}\right)^{2}\right] & =\mathbb{E}\left[\sum_{t_{i} \in \pi \backslash\{0\}}\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}\right] \\
& \leqslant \mathbb{E}\left[\sup _{t_{i} \in \pi \backslash\{0\}}\left|M_{t_{i}}-M_{t_{i-1}}\right|\left(\sum_{t_{i} \in \pi \backslash\{0\}}\left|M_{t_{i}}-M_{t_{i-1}}\right|\right)\right] \\
& \leqslant \mathbb{E}\left[\sup _{t_{i} \in \pi \backslash\{0\}}\left|M_{t_{i}}-M_{t_{i-1}}\right| V_{t}(M .)\right] \leqslant C \mathbb{E}\left[\sup _{t_{i} \in \pi \backslash\{0\}}\left|M_{t_{i}}-M_{t_{i-1}}\right|\right]
\end{aligned}
$$

By Doob's martingale inequality we have that $\sup _{t_{i} \in \pi \backslash\{0\}}\left|M_{t_{i}}-M_{t_{i-1}}\right| \leqslant \sup _{s \in[0, t]}\left|M_{s}\right|$ which is an $L^{2}(\Omega)$ (and thus $L^{1}(\Omega)$ ) random variable. Furthermore, since $M_{s}$ is continuous, and thus uniformly continuous on $[0, t], \lim _{|\pi| \rightarrow 0} \sup _{t_{i} \in \pi \backslash\{0\}}\left|M_{t_{i}}-M_{t_{i-1}}\right|=0$. By Lebesgue dominated convergence theorem, this implies that

$$
\mathbb{E}\left[\left(M_{t}-M_{0}\right)^{2}\right] \leqslant \lim _{|\pi| \rightarrow 0} C \mathbb{E}\left[\sup _{t_{i} \in \pi \backslash\{0\}}\left|M_{t_{i}}-M_{t_{i-1}}\right|\right]=0 .
$$

### 3.3 Quadratic variation of local martingales

Definition 3.17. Let $M_{t}$ be a continuous local martingale we say that the continuous adapted increasing process $[M]_{t}$ is the quadratic variation of $M_{t}$ if $[M]_{0}=0$ and $M_{t}^{2}-[M]_{t}$ is a local martingale.

We first we establish that if quadratic variation of a local martingale is unique.
Proposition 3.18. Suppose that $M_{t}$ is a local martingale then if the quadratic variation $[M]$ exists is unique up to indistiguishability.

Proof. Let $K$ and $K^{\prime}$ two processes which are continuous, adapted and increasing and such that $M^{2}-K$ and $M^{2}-K^{\prime}$ are local martingales. Then we have that

$$
K^{\prime}-K=M^{2}-K-M^{2}+K^{\prime}
$$

is a local martingale, being the sum of local martingales. Furthermore, since increasing continuous processes have bounded variation, $K^{\prime}-K$ has also bounded variation. This means that $K^{\prime}-K$ is a continuous local martingale with bounded variation, which implies that $K_{t}-K_{t}^{\prime}=K_{0}-K_{0}^{\prime}=0$ almost surely. This means that $K$ is indistinguishable from $K^{\prime}$.

Theorem 3.19. Let $M$ be a continuous local martingale, then there is one (up to indistiguishability) continuous increasing process $[M, M]$ such that $\left\{M_{t}^{2}-[M, M]_{t}\right\}_{t \in \mathbb{R}_{+}}$is a local martingale. Furthermore, if $\pi^{1} \subset \cdots \subset \pi^{n+1} \subset \cdots$ we have that
in probability.

$$
\begin{equation*}
[M, M]_{t}=\lim _{n \rightarrow+\infty} \sum_{t_{i} \in \pi^{n}}\left(M_{t_{i} \wedge t}-M_{t_{i-1} \wedge t}\right)^{2} \tag{3.1}
\end{equation*}
$$

### 3.3.1 A special version of the theorem

We will prove first a special version of the previous theorem (with a stronger kind of convergence).
Proposition 3.20. Let $M$ be a continuous martingale such that $\mathbb{E}\left[\left|M_{t}\right|^{4}\right]<+\infty$ for any $t \in \mathbb{R}_{+}$, then there is a unique increasing continuous process $[M, M]_{t}$ such that $M_{t}-[M, M]_{t} \in \mathcal{M}_{c}^{2}$ and for any increasing if $\pi_{1} \subset \cdots \subset \pi_{n+1} \subset \cdots$ we have that
in $L^{2}(\Omega)$.

$$
[M, M]_{t}=\lim _{n \rightarrow+\infty} \sum_{t_{i} \in \pi^{n} \backslash\{0\}}\left(M_{t_{i} \wedge t}-M_{t_{i-1} \wedge t}\right)^{2}
$$

Lemma 3.21. Let $M_{t}$ be a martingale and consider $t_{1}<t_{2}$ and $t_{3}<t_{4}$ then $\mathbb{E}\left[\left(M_{t_{2}}-M_{t_{1}}\right)\left(M_{t_{4}}-\right.\right.$ $\left.\left.M_{t_{1}}\right)\right]$ is nonzero if and only if $\left[t_{1}, t_{2}\right] \cap\left[t_{3}, t_{4}\right] \neq \emptyset$, in that case we have

$$
\mathbb{E}\left[\left(M_{t_{2}}-M_{t_{1}}\right)\left(M_{t_{4}}-M_{t_{3}}\right) \mid \mathcal{F}_{t_{\min }}\right]=\mathbb{E}\left[M_{t_{\mathrm{fin}}}^{2}-M_{t_{\mathrm{in}}}^{2} \mid \mathcal{F}_{t_{\min }}\right]
$$

where $\left[t_{1}, t_{2}\right] \cap\left[t_{3}, t_{4}\right]=\left[t_{\text {fin }}, t_{\mathrm{in}}\right]$ and $t_{\min }=\min \left(t_{1}, t_{2}, t_{3}, t_{4}\right)$.
Proof. Suppose that $\left[t_{1}, t_{2}\right] \cap\left[t_{3}, t_{4}\right]=\emptyset$ and we can suppose, without loss of generality, that $t_{2}<t_{3}$. Then

$$
\begin{gathered}
\mathbb{E}\left[\left(M_{t_{2}}-M_{t_{1}}\right)\left(M_{t_{4}}-M_{t_{3}}\right)\right]=\mathbb{E}\left[\left(M_{t_{2}}-M_{t_{1}}\right) \mathbb{E}\left[\left(M_{t_{4}}-M_{t_{3}}\right) \mid \mathcal{F}_{t_{2}}\right]\right]= \\
=\mathbb{E}\left[\left(M_{t_{2}}-M_{t_{1}}\right)\left(M_{t_{2}}-M_{t_{2}}\right)\right]=0 .
\end{gathered}
$$

Suppose then that $\left[t_{1}, t_{2}\right] \cap\left[t_{3}, t_{4}\right] \neq \emptyset$ and we can assume without loss of generality that $t_{1} \leqslant \min \left(t_{1}\right.$, $\left.t_{2}, t_{3}, t_{4}\right)$. Then we have two possibilities: either $\left[t_{1}, t_{2}\right] \cap\left[t_{3}, t_{4}\right]=\left[t_{3}, t_{2}\right]$ or $\left[t_{1}, t_{2}\right] \cap\left[t_{3}, t_{4}\right]=\left[t_{3}, t_{4}\right]$ (i.e. either $t_{2} \leqslant t_{4}$ or $t_{4}<t_{2}$ ). In the first case we get

$$
\begin{gathered}
\mathbb{E}\left[\left(M_{t_{2}}-M_{t_{1}}\right)\left(M_{t_{4}}-M_{t_{3}}\right) \mid \mathcal{F}_{t_{1}}\right]=\mathbb{E}\left[M_{t_{2}} M_{t_{4}} \mid \mathcal{F}_{t_{1}}\right]-\mathbb{E}\left[M_{t_{2}} M_{t_{3}} \mid \mathcal{F}_{t_{1}}\right]-\mathbb{E}\left[M_{t_{1}} M_{t_{4}} \mid \mathcal{F}_{t_{1}}\right]+\mathbb{E}\left[M_{t_{1}} M_{t_{3}} \mid \mathcal{F}_{t_{1}}\right] \\
=\mathbb{E}\left[M_{t_{\mathrm{fin}}}^{2} \mid \mathcal{F}_{t_{\min }}\right]-\mathbb{E}\left[M_{t_{\mathrm{in}}}^{2} \mid \mathcal{F}_{t_{\text {min }}}\right]-\mathbb{E}\left[M_{t_{1}}^{2} \mid \mathcal{F}_{t_{1}}\right]+\mathbb{E}\left[M_{t_{1}}^{2} \mid \mathcal{F}_{t_{1}}\right]
\end{gathered}
$$

The other case can be treated in a similar way.
Let us fix a sequence of partitions $\{0\} \subset \pi^{1} \subset \cdots \subset \pi^{n} \subset \cdots \mathbb{R}_{+}$which have a finite number of points when intersected with any bounded subset of $\mathbb{R}_{+}$. We write

$$
\pi^{k, t}=\left\{\pi^{k} \cap[0, t]\right\} \cup\{t\}
$$

If $M_{t}$ is a process, then we denote by $Q_{t}^{M, \pi^{n}}$ and $K_{t}^{M, \pi^{n}}$ the following continuous processes

$$
\begin{aligned}
Q_{t}^{M, \pi^{n}}=\sum_{t_{i} \in \pi^{n, t} \backslash\{0\}}\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}, \\
K_{t}^{M, \pi^{n}}=\sum_{t_{i} \in \pi^{n, t} \backslash\{0\}} M_{t_{i-1}}\left(M_{t_{i}}-M_{t_{i-1}}\right) .
\end{aligned}
$$

Remark 3.22. It is important to note that

$$
M_{t}^{2}-M_{0}^{2}-2 K_{t}^{M, \pi^{n}}=Q_{t}^{M, \pi^{n}}
$$

Lemma 3.23. Suppose that $M$ is a martingale such that $M_{t} \in L^{4}(\Omega)$, then there is a constant $C>0$ (not depending on of $\pi^{n}$ ) such that

$$
\mathbb{E}\left[\left(Q_{t}^{M, \pi^{n}}\right)^{2}\right] \leqslant\left(\frac{3}{4}\right)^{2} C\left(\mathbb{E}\left[\sup _{s \in[0, t]}\left|M_{s}\right|^{4}\right]\right)^{\frac{1}{2}} \leqslant C\left(\mathbb{E}\left[M_{t}^{4}\right]\right)^{\frac{1}{2}}
$$

Proof. We have that

$$
\begin{aligned}
\mathbb{E}\left[\left(Q_{t}^{M, \pi^{n}}\right)^{2}\right]= & \mathbb{E}\left[\sum_{t_{j} \in \pi^{n, t}}\left(M_{t_{j}}-M_{t_{j-1}}\right)^{4}\right]+ \\
& +2 \mathbb{E}\left[\sum_{t_{j} \in \pi^{n, t}}\left(M_{t_{j}}-M_{t_{j-1}}\right)^{2}\left(\sum_{t_{j}<t_{j}^{\prime} \in \pi^{n, t}}\left(M_{t_{j}}-M_{t_{j-1}^{\prime}}\right)^{2}\right)\right] \\
\leqslant & \mathbb{E}\left[\sup _{t_{j} \in \pi^{n, t}}\left(M_{t_{j}}-M_{t_{j-1}}\right)^{2} \sum_{t_{j} \in \pi^{n}}\left(M_{t_{j}}-M_{t_{j-1}}\right)^{2}\right]+ \\
& +2 \mathbb{E}\left[\sum_{t_{j} \in \pi^{n, t}}\left(M_{t_{j}}-M_{t_{j-1}}\right)^{2} \mathbb{E}\left[\sum_{t_{j}<t_{j}^{\prime} \in \pi^{n, t}}\left(M_{t_{j}}-M_{t_{j-1}^{\prime}}\right)^{2} \mathcal{F}_{t_{j}}\right]\right]= \\
\leqslant & \mathbb{E}\left[\sup _{t_{j} \in \pi^{n, t}}\left(M_{t_{j}}-M_{t_{j-1}}\right)^{4}\right]^{\frac{1}{2}}\left(\mathbb{E}\left[\left(Q_{t}^{M, \pi^{n}}\right)^{2}\right]\right)^{\frac{1}{2}}+ \\
& +2 \mathbb{E}\left[\sum_{t_{j} \in \pi^{n, t}}\left(M_{t_{j}}-M_{t_{j-1}}\right)^{2} \mathbb{E}\left[M_{t}^{2}-M_{t_{j}}^{2} \mid \mathcal{F}_{t_{j}}\right]\right] \\
\leqslant & \left(\mathbb{E}\left[\sup _{s \in[0, t]} M_{s}^{4}\right]^{\frac{1}{2}}+4 \mathbb{E}\left[\sup _{s \in[0, t]} M_{s}^{4}\right]^{\frac{1}{2}}\right)\left(\mathbb{E}\left[\left(Q_{t}^{M, \pi^{n}}\right)^{2}\right]\right)^{\frac{1}{2}} .
\end{aligned}
$$

Lemma 3.24. The sequence of processes $\left\{K_{t}^{M, \pi^{n}}\right\}_{t \in \mathbb{R}_{+}}$is a Cauchy sequence in $\mathcal{M}_{c}^{2}$.
Proof. Since $K_{t}^{M, \pi^{n}}$ is a finite sums of products of $L^{4}(\Omega)$ random variables $K_{t}^{M, \pi^{n}} \in L^{2}(\Omega)$. We want to prove that $K_{t}^{M, \pi^{n}}$ is a martingale. Consider $s<t \in \mathbb{R}_{+}$

$$
\begin{aligned}
\mathbb{E}\left[K_{t}^{M, \pi^{n}} \mid \mathcal{F}_{s}\right]= & \sum_{t_{k} \leqslant s, t_{k} \in \pi^{n} \backslash\{0\}} M_{t_{k-1}}\left(M_{t_{k}}-M_{t_{k-1}}\right)+ \\
& +\mathbb{E}\left[M_{t_{\bar{k}-1}}\left(M_{t_{\bar{k}}}-M_{t_{\bar{k}-1}}\right) \mid \mathcal{F}_{s}\right]+\sum_{s<t_{k+1}} \mathbb{E}\left[M_{t_{k-1}}\left(M_{t_{k}}-M_{t_{k-1}}\right) \mid \mathcal{F}_{s}\right],
\end{aligned}
$$

where $t_{\bar{k}}$ is such that $t_{\bar{k}-1}<s \leqslant t_{\bar{k}}$. We can use now the Lemma 3.21, obtaining

$$
\begin{gathered}
\mathbb{E}\left[M_{t_{\bar{k}-1}}\left(M_{t_{\bar{k}}}-M_{t_{\bar{k}-1}}\right) \mid \mathcal{F}_{s}\right]=M_{t_{\bar{k}-1}} \mathbb{E}\left[M_{t_{\bar{k}}}-M_{t_{\bar{k}-1}} \mid \mathcal{F}_{s}\right]=M_{t_{\bar{k}-1}}\left(M_{s}-M_{t_{\bar{k}-1}}\right) \\
\mathbb{E}\left[\mathbb{E}\left[M_{t_{k-1}}\left(M_{t_{k}}-M_{t_{k-1}}\right)\left|\mathcal{F}_{t_{k-1}}\right| \mid \mathcal{F}_{s}\right]=\mathbb{E}\left[M_{t_{k-1}}^{2}-M_{t_{k-1}}^{2} \mid \mathcal{F}_{s}\right]=0 .\right.
\end{gathered}
$$

We want that for any $m \geqslant n \rightarrow+\infty$ and $\ell \in \mathbb{N}$ we have $\mathbb{E}\left[\left(K_{\ell}^{M, \pi^{n}}-K_{\ell}^{M, \pi^{m}}\right)^{2}\right] \rightarrow 0$. Fix $\ell \in \mathbb{N}$, then if $m \geqslant n$ there is a map $I^{n, m}: \pi^{m, t} \rightarrow \pi^{n, t}$ associating to any $t_{j} \in \pi^{m}$ the maximum point $I^{n, m, t}\left(t_{j}\right) \in \pi^{n, t}$ such that $I^{n, m}\left(t_{j}\right) \leqslant t_{j}$. We have that

$$
\begin{align*}
& \quad \mathbb{E}\left[\left(K_{\ell}^{M, \pi^{n}}-K_{\ell}^{M, \pi^{m}}\right)^{2}\right]=\mathbb{E}\left[\left(\sum_{t_{j} \in \pi^{m, t}}\left(M_{I^{n, m, t}\left(t_{j-1}\right)}-M_{t_{j-1}}\right)\left(M_{t_{j}}-M_{t_{j-1}}\right)\right)^{2}\right]= \\
& =\sum_{t_{j}, t_{j^{\prime} \in \pi^{m}}} \mathbb{E}\left[\left(M_{I^{n, m, t}\left(t_{j-1}\right)}-M_{t_{j-1}}\right)\left(M_{t_{j}}-M_{t_{j-1}}\right)\left(M_{I^{n, m, t}\left(t_{j^{\prime}-1}\right)}-M_{t_{j^{\prime}-1}}\right)\left(M_{t_{j^{\prime}}}-M_{t_{j^{\prime}-1}}\right)\right]= \\
& \quad=2 \sum_{t_{j}<t_{j^{\prime} \in \pi^{m}}} \mathbb{E}\left[\mathbb{E}\left[\left(M_{I^{n, m, t}\left(t_{j^{\prime}-1}\right)}-M_{t_{j^{\prime}-1}}\right)\left(M_{t_{j}}-M_{t_{j-1}}\right)\left(M_{t_{j^{\prime}}}-M_{t_{j^{\prime}-1}}\right) \mid \mathcal{F}_{t_{j-1}}\right] \times\right] \\
& \left.\times\left(M_{I^{n, m, t}\left(t_{j-1}\right)}-M_{t_{j-1}}\right)\right]+\sum_{t_{j} \in \pi^{m}} \mathbb{E}\left[\left(M_{I^{n, m, t}\left(t_{j-1}\right)}-M_{t_{j-1}}\right)^{2}\left(M_{t_{j}}-M_{t_{j-1}}\right)^{2}\right] . \tag{3.2}
\end{align*}
$$

If $t_{j-1}<t_{j} \leqslant t_{j-1}^{\prime}$, then

$$
\begin{gathered}
\mathbb{E}\left[\left(M_{I^{n, m, t}\left(t_{j^{\prime}-1}\right)}-M_{t_{j^{\prime}-1}}\right)\left(M_{t_{j}}-M_{t_{j-1}}\right)\left(M_{t_{j^{\prime}}}-M_{t_{j^{\prime}-1}}\right) \mid \mathcal{F}_{t_{j-1}}\right]= \\
=\mathbb{E}\left[\mathbb{E}\left[\left(M_{I^{n, m, t}\left(t_{j^{\prime}-1}\right)}-M_{t_{j^{\prime}-1}}\right)\left(M_{t_{j}}-M_{t_{j-1}}\right)\left(M_{t_{j^{\prime}}}-M_{t_{j^{\prime}-1}}\right) \mid \mathcal{F}_{t_{j-1}^{\prime}}\right] \mid \mathcal{F}_{t_{j-1}}\right]= \\
=\mathbb{E}\left[\mathbb{E}\left[\left(M_{t_{j^{\prime}}}-M_{t_{j^{\prime}-1}}\right) \mid \mathcal{F}_{t_{j^{\prime}-1}}\right]\left(M_{I^{n, m, t}\left(t_{j^{\prime}-1}\right)}-M_{t_{j^{\prime}-1}}\right)\left(M_{t_{j}}-M_{t_{j-1}}\right) \mid \mathcal{F}_{t_{j}}\right]=0 .
\end{gathered}
$$

Thus, only the second term in the sum (3.2) is nonzero, and we get

$$
\begin{gathered}
\qquad \mathbb{E}\left[\left(K_{\ell}^{M, \pi^{n}}-K_{\ell}^{M, \pi^{m}}\right)^{2}\right]= \\
=\mathbb{E}\left[\sum_{t_{j} \in \pi^{n}}\left(M_{I^{n, m, t}\left(t_{j-1}\right)}-M_{t_{j-1}}\right)^{2}\left(M_{t_{j}}-M_{t_{j-1}}\right)^{2}\right] \leqslant \\
\leqslant \mathbb{E}\left[\left(\sup _{t_{j} \in \pi^{m, t}}\left(M_{I^{n, m, t}\left(t_{j-1}\right)}-M_{t_{j-1}}\right)^{2}\right) Q_{t}^{M, \pi^{m}}\right] \leqslant \mathbb{E}\left[\sup _{t_{j} \in \pi^{m, t}}\left(M_{I^{n, m, t}\left(t_{j-1}\right)}-M_{t_{j-1}}\right)^{4}\right]^{1 / 2} \times \\
\times \mathbb{E}\left[\left(Q_{t}^{M, \pi^{m}}\right)^{2}\right]^{\frac{1}{2}} \leqslant C \mathbb{E}\left[\sup _{t_{j} \in \pi^{m, t}}\left(M_{I^{n, m, t}\left(t_{j-1}\right)}-M_{t_{j-1}}\right)^{4}\right]^{1 / 2} \mathbb{E}\left[M_{t}^{4}\right] .
\end{gathered}
$$

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t_{j} \in \pi^{m, t}}\left(M_{I^{n, m, t}\left(t_{j-1}\right)}-M_{t_{j-1}}\right)^{4}\right] \rightarrow 0 \tag{3.3}
\end{equation*}
$$

as $m \geqslant n \rightarrow+\infty$. Indeed, $\sup _{t_{j} \in \pi^{m, t}}\left(M_{I^{n, m, t}\left(t_{j-1}\right)}-M_{t_{j-1}}\right)^{4}$ converges pointwise to 0 since $M_{s}$ is a continuous process, and thus, for any $\omega \in \Omega, s \mapsto M_{s}(\omega)$ is a uniformly continuous function when $s \in[0, t]$. Furthermore,

$$
\sup _{t_{j} \in \pi^{m, t}}\left(M_{I^{n, m, t}\left(t_{j-1}\right)}-M_{t_{j-1}}\right)^{4} \leqslant \sup _{s \in[0, t]} M_{s}^{4}
$$

which, by Doob martingale inequality for $p=4$, and the fact that $M_{s} \in L^{4}(\Omega)$ for every $s \in$ $\mathbb{R}_{+}$, is $\sup _{s \in[0, t]} M_{s}^{4} \in L^{1}(\Omega)$. Thus, if we apply the Lebesgue dominated convergence theorem to $\mathbb{E}\left[\sup _{t_{j} \in \pi^{m, t}}\left(M_{I^{n, m, t}\left(t_{j-1}\right)}-M_{t_{j-1}}\right)^{4}\right]$ we get the limit.

Proof of Proposition 3.20. We have that

$$
M_{t}^{2}-M_{0}-Q_{t}^{M, \pi^{n}}=2 K_{t}^{M, \pi^{n}} .
$$

For Lemma 3.24 the sequence $K_{t}^{M, \pi^{n}}$ converges to some process $\tilde{M} \in \mathcal{M}_{c}^{2}$. In particular means that for any $t>0, K_{t}^{M, \pi^{n}} \rightarrow \tilde{M}_{t}$ in $L^{2}(\Omega)$ and so $\lim _{n \rightarrow+\infty} Q_{t}^{M, \pi^{n}}$ exists in $L^{2}(\Omega)$ and we have

$$
\lim _{n \rightarrow+\infty} Q_{t}^{M, \pi^{n}}=2 \tilde{M}-M_{t}^{2}+M_{0}^{2}
$$

to some process $\tilde{Q}_{t}^{M}$. It is easy to prove (exercise) that $\tilde{Q}_{t}^{M}$ is increasing (more precisely nondecreasing) in $t$, and also $\tilde{Q}_{0}^{M}=0$. Furthermore $M_{t}^{2}-M_{0}^{2}-\tilde{Q}_{t}^{M}=\tilde{M}$ is a $\mathcal{M}_{c}^{2}$. By the uniqueness of quadratic variation (proved in Proposition 3.18) we have $\tilde{Q}_{t}^{M}=[M]_{t}$.

### 3.3.2 Quadratic variation of continuous local martingale

Proof of Theorem 3.19. We can consider a local martingale such that $M_{0}=0$. Indeed in the general case we have $[M]_{t}=\left[M-M_{0}\right]_{t}$ :

$$
\left(M_{t}\right)^{2}-\left[M-M_{0}\right]_{t}=\left(M_{t}-M_{0}+M_{0}\right)^{2}-\left[M-M_{0}\right]_{t}=\left(M_{t}-M_{0}\right)^{2}-\left[M-M_{0}\right]_{t}+2 M_{0} M_{t} .
$$

Since $\left(M_{t}-M_{0}\right)^{2}-\left[M-M_{0}\right]_{t}$ is a local martingales (by definition of quadratic variation) and $2 M_{0} M_{t}$ is a local martingale (being the product of a local martingale and a $\mathcal{F}_{0}$ measurable random variable) we have that $\left(M_{t}\right)^{2}-\left[M-M_{0}\right]_{t}$ is a local martingale and so $[M]_{t}=\left[M-M_{0}\right]_{t}$.

Let $M_{t}$ be a local martingale with $M_{0}=0$. Then we can define the sequence of increasing stopping times

$$
T_{n}=\inf \left\{t \geqslant 0,\left|M_{t}\right| \geqslant n\right\} .
$$

We have that $M_{t}^{T_{n}}$ is a bounded (and so $\mathcal{M}_{c}^{4}$ ) martingale and so there is the quadratic variation $\left[M^{T_{n}}\right]_{t}$ and it is such that

$$
\left[M^{T_{n}}\right]_{t}=\lim _{|\pi| \rightarrow 0} \sum_{t_{i} \in \pi \backslash\{0\}}\left(M_{t_{i} \wedge t}^{T_{n}}-M_{t_{i-1} \wedge t}^{T_{n}}\right)^{2}=\lim _{|\pi| \rightarrow 0} \sum_{t_{i} \in \pi \backslash\{0\}}\left(M_{t_{i} \wedge t \wedge T_{n}}-M_{t_{i-1} \wedge t \wedge T_{n}}\right)^{2}
$$

in $L^{2}(\Omega)$. So in particular the sequence $\lim _{|\pi| \rightarrow 0} \sum_{t_{i} \in \pi \backslash\{0\}}\left(M_{t_{i} \wedge t}-M_{t_{i-1} \wedge t}\right)^{2}$ converges in probability to some process continuous process $\left(\left[M^{T_{n}}\right]_{t}\right)$ on the set $T_{n} \leqslant t$. Since $T_{n} \rightarrow+\infty$ almost surely, the set $\mathbb{P}\left(\cup_{n \in \mathbb{N}}\left\{T_{n} \leqslant t\right\}\right)=1$. Thus the $[M]_{t}:=\lim _{n \rightarrow+\infty}\left[M^{T_{n}}\right]_{t}=\lim _{|\pi| \rightarrow 0} \sum_{t_{i} \in \pi \backslash\{0\}}\left(M_{t_{i} \wedge t}-\right.$ $\left.M_{t_{i-1} \wedge t}\right)^{2}<+\infty$ exists almost surely for any $t \in \mathbb{R}_{+}$. Finally $M_{t}^{2}-[M]_{t}$ is a local martingale since $\left(M_{t}^{2}-[M]_{t}\right)^{T_{n}}=\left(M_{t}^{T_{n}}\right)^{2}-\left[M^{T_{n}}\right]_{t}$ are martingales.

### 3.3.3 The case of Brownian motion

In this subsection we compute the quadratic variation of Brownian motion.
Theorem 3.25. Let $B_{t}$ be an $\mathcal{F}_{t}$ Brownian motion then

$$
[B]_{t}=t
$$

Proof. The Brownian motion is a $L^{4}(\Omega)$ martingale (more generally, it is a $L^{p}(\Omega)$ martingale for any $1 \leqslant p<+\infty$ ). This means that for any sequence of increasing partitions $\left|\pi_{n}\right| \rightarrow 0$ we have

$$
[B]_{t}=\lim _{\left|\pi_{n}\right| \rightarrow 0} \sum_{t_{i} \in \pi_{n}^{t} \backslash\{0\}}\left(B_{t_{i}}-B_{t_{i-1}}\right)^{2}
$$

### 3.3.4 Quadratic covariation

Let $M$ and $N$ be two (local) martingale, then the product $M N$ is in general not a local martingale. For this reason we introduce the following

Definition 3.26. Let $M$ and $N$ be two continuous local martingales we say that the continuous bounded variation process $[M, N]$ is the (quadratic) covariation of $M$ and $N$ if

$$
M_{t} N_{t}-[M, N]_{t}
$$

is a local martingale.
Remark 3.27. For the quadratic covariation the following formula holds

$$
[M, N]_{t}=\frac{1}{2}\left([M+N]_{t}-[M-N]_{t}\right)
$$

Indeed,

$$
\begin{aligned}
M_{t} N_{t}-\frac{1}{2}\left([M+N]_{t}-[M-N]_{t}\right) & =\frac{1}{2}\left(M_{t}+N_{t}\right)^{2}-\frac{1}{2}\left(M_{t}-N_{t}\right)^{2}-\frac{1}{2}\left([M+N]_{t}-[M-N]_{t}\right) \\
& =\frac{1}{2}\left[\left(M_{t}+N_{t}\right)^{2}-[M+N]_{t}\right]-\frac{1}{2}\left(\left(M_{t}-N_{t}\right)^{2}-[M-N]_{t}\right)
\end{aligned}
$$

We have the following convergence result for the covariation of local continuous martingales.
Theorem 3.28. Let $M, N$ be two continuous local martingale. If $\left\{\pi_{n}\right\}$ is a sequence of increasing partitions such that $\left|\pi_{n}\right| \rightarrow 0$, then

$$
\begin{equation*}
[M, N]_{t}=\lim _{n \rightarrow+\infty} \sum_{t_{i} \in \pi_{n} \backslash\{0\}}\left(M_{t_{i} \wedge t}-M_{t_{i-1} \wedge t}\right)\left(N_{t_{i} \wedge t}-N_{t_{i-1} \wedge t}\right) \tag{3.4}
\end{equation*}
$$

in probability (or in $L^{2}$ if $M, N \in \mathcal{M}_{c}^{4}$ ).
Proof. The result follows from Proposition 3.20 and Theorem 3.19 and from the observation that

$$
\begin{aligned}
& {[M, N]_{t}=\frac{1}{2}\left([M+N]_{t}-[M-N]_{t}\right)=\lim _{|\pi| \rightarrow 0} \frac{1}{2} \sum\left(M_{t_{i}}+N_{t_{i}}-M_{t_{i-1}}-N_{t_{i-1}}\right)^{2}+} \\
& -\frac{1}{2} \lim _{|\pi| \rightarrow 0} \sum\left(M_{t_{i}}-N_{t_{i}}-M_{t_{i-1}}+N_{t_{i-1}}\right)^{2}=\lim _{|\pi| \rightarrow 0} \sum\left(M_{t_{i}}-M_{t_{i-1}}\right)\left(N_{t_{i}}-N_{t_{i-1}}\right) .
\end{aligned}
$$

We have the following useful results.
Proposition 3.29. Let $M, M_{1}, M_{2}$ and $N$ be some local martingales then

1. $[M, M]_{t}=[M]_{t}$;
2. for $\alpha, \beta \in \mathbb{R}\left[\alpha M_{1}+\beta M_{2}, N\right]_{t}=\alpha\left[M_{1}, N\right]_{t}+\beta\left[M_{2}, N\right]_{t}$;
3. $[M, N]_{t}=[N, M]_{t}$;
4. $[M, N]_{t}^{2} \leqslant[M]_{t}[N]_{t}$.

Proof. Exercise (Hint: use the characterization (3.4)).

## Chapter 4

## Ito Integral and Ito formula

### 4.1 Integration with respect to continuous martingales

### 4.1.1 Integration of bounded simple processes and $L^{2}$ martingales

Definition 4.1. Let $X_{t}$ be an adapted with respect to the filtration $\left\{\mathcal{F}_{t}\right\}$. We say that $X_{t}$ is a simple (bounded) process if there is a $\sigma \in \Pi((0, \infty))$ and a sequence $P_{t_{n}}$ of $\mathcal{F}_{t_{n}}$ (bounded) random variables, such that

$$
X_{t}=\sum_{t_{n} \in \sigma} P_{t_{n}} \mathbb{I}_{\left(t_{n}, t_{n+1}\right]}(t)
$$

Hereafter we denote by $\mathcal{E}_{b}$ the set of bounded simple processes.
Definition 4.2. Let $M$ be an $L^{2}$ martingale and $X$ be a simple process define the process Ito integral $X \cdot M$ as the process

$$
(X \cdot M)_{t}:=\int_{0}^{t} X_{t} \mathrm{~d} M_{t}:=\sum_{t_{n} \in \sigma^{t}} P_{t_{n}}\left(M_{t_{n+1} \wedge t}-M_{t_{n} \wedge t}\right) .
$$

Hereafter we identify the integral with respect to the increasing process $[M]_{t}$ as the Lebesgue integral with respect to the abstract measure $\mu_{[M]}(\mathrm{d} t)$ on $\mathbb{R}_{+}$such that

$$
\mu_{[M]}((a, b])=[M]_{b}-[M]_{a}, \quad \mu_{[M]}(\{0\})=0 .
$$

If $Y_{t}$ is an adapted process such that, for almost every $\omega \in \Omega$, the $Y_{t}(\omega) \in L_{\mathrm{loc}}^{1}\left(\mu_{[M](\omega)}(\mathrm{d} t)\right)$ we define

$$
\begin{equation*}
\int_{0}^{t} Y_{s} \mathrm{~d}[M]_{s}:=\int_{0}^{t} Y_{s} \mu_{[M]}(\mathrm{d} s) . \tag{4.1}
\end{equation*}
$$

It is important to note that when $Y_{t}$ is continuous, since the process $[M]$ is increasing and so it has bounded variation, the integral (4.1) can be interpreted as the Riemann-Stieltjes integral of the function $Y_{t}(\omega)$ with respect to the function $[M]_{t}(\omega)$ namely

$$
\int_{0}^{t} Y_{s} \mathrm{~d}[M]_{s}=\lim _{|\pi| \rightarrow 0} \sum_{t_{i} \in \pi \backslash\{0\}} Y_{t_{i-1}}\left(M_{t_{i}}-M_{t_{i-1}}\right),
$$

almost surely. When instead $Y_{t}$ is some bounded simple process $Y_{t}=\sum_{t_{n}} P_{t_{n}}^{\prime} \mathbb{I}_{\left[t_{n}, t_{n+1}\right)}(\omega)$ we have

$$
\int_{0}^{t} Y_{s} \mathrm{~d}[M]_{s}=\sum_{t_{n}} P_{t_{n}}^{\prime}\left([M]_{t_{n+1} \wedge t}-[M]_{t_{n} \wedge t}\right)
$$

The previous formula implies that if $Y_{t}$ is a bounded simple process with respect to Definition 4.1 then $\int_{0}^{t} Y_{s} \mathrm{~d}[M]_{s}$ is an adapted (continuous) process.

Proposition 4.3. The process $X \cdot M$ is in $\mathcal{M}_{c}^{2}$ and we have

$$
[X \cdot M]_{t}=\int_{0}^{t} X_{t}^{2} \mathrm{~d}[M]_{t}
$$

and so

$$
\begin{equation*}
\mathbb{E}\left[\left((X \cdot M)_{t}\right)^{2}\right]=\mathbb{E}\left[\int_{0}^{t} X_{t}^{2} \mathrm{~d}[M]_{t}\right] \tag{4.2}
\end{equation*}
$$

Remark 4.4. Equality (4.2) is called Ito isometry.
Before proving Proposition 4.3 we prove the following general theorem.
Theorem 4.5. Let $M \in \mathcal{M}_{c}^{2}$ be a continuous $L^{2}(\Omega)$ martingale then $M_{t}^{2}-[M]_{t}$ is a martingale (and, thus, not only a local martingale).

Proof. Without loss of generality we can suppose $M_{0}=0$ (in the other case we take $\tilde{M}_{t}=M_{t}-M_{0}$ ).
Since both $M_{t}$ and $[M]_{t}$ are continuous and being, by definition, $M_{t}^{2}-[M]_{t}$ a local martingale, writing

$$
T_{n}=\inf \left\{t \geqslant 0,\left|M_{t}\right|,[M]_{t} \geqslant n\right\}
$$

we have that $\left(M_{t}^{T_{N}}\right)^{2}-[M]_{t \wedge T_{n}}$ is a bounded martingale. In particular this means that for any $s<t$

$$
\begin{equation*}
\mathbb{E}\left[\left(M_{t}^{T_{N}}\right)^{2}-[M]_{t \wedge T_{n}} \mid \mathcal{F}_{s}\right]=\left(M_{s}^{T_{N}}\right)^{2}-[M]_{s \wedge T_{n}} \tag{4.3}
\end{equation*}
$$

Since $M_{t} \in \mathcal{M}_{c}^{2}, M_{t}^{2}$ is a submartingale and so, by Doob stopping time theorem,

$$
M_{t \wedge T_{n}}^{2} \leqslant \mathbb{E}\left[M_{t}^{2} \mid \mathcal{F}_{T_{n} \wedge t}\right]
$$

which implies that the family of random variable $\left\{M_{t \wedge T_{n}}^{2}\right\}_{n \in \mathbb{N}}$ is uniformly integrable, since the family of random variable $\left\{\mathbb{E}\left[M_{t} \mid \mathcal{F}_{t \wedge T_{n}}\right]\right\}_{n \in \mathbb{N}}$ is uniformly integrable.

Since $T_{n}$ is increasing with respect to $n$, and $[M]_{t}$ is an increasing process (with respect to $t$ ) then $[M]_{t \wedge T_{n}}$ is increasing with respect to $n$. Thus by monotone convergence theorem, we have that

$$
\mathbb{E}\left[[M]_{t}\right]=\lim _{n \rightarrow+\infty} \mathbb{E}\left[[M]_{t \wedge T_{n}}\right]=\lim _{n \rightarrow+\infty} \mathbb{E}\left[\left(M_{t}^{T_{n}}\right)^{2}\right] \leqslant \mathbb{E}\left[\lim _{n \rightarrow+\infty}\left(M_{t}^{T_{n}}\right)^{2}\right] \leqslant \mathbb{E}\left[M_{t}^{2}\right]<+\infty
$$

where we used the fact that $\left(M_{t}^{T_{n}}\right)^{2}$ is uniformly integrable and thus we can exchange the limit with the expectation $\mathbb{E}[\cdot]$. This means that $[M]_{t} \in L^{1}(\Omega)$. Furthermore, again by monotone convergence theorem we get

$$
\lim _{n \rightarrow+\infty} \mathbb{E}\left[[M]_{t \wedge T_{n}} \mid \mathcal{F}_{s}\right]=\mathbb{E}\left[\lim _{n \rightarrow+\infty}[M]_{t \wedge T_{n}} \mid \mathcal{F}_{s}\right]=\mathbb{E}\left[[M]_{t} \mid \mathcal{F}_{s}\right]
$$

Finally since $\left(M_{t}^{T_{n}}\right)^{2} \rightarrow M_{t}^{2}$ almost surely and $\left\{\left(M_{t}^{T_{n}}\right)^{2}\right\}_{n \in \mathbb{N}}$ is uniformly integrable we get

$$
\lim _{n \rightarrow+\infty} \mathbb{E}\left[\left(M_{t}^{T_{n}}\right)^{2} \mid \mathcal{F}_{s}\right]=\mathbb{E}\left[\lim _{n \rightarrow+\infty}\left(M_{t}^{T_{n}}\right)^{2} \mid \mathcal{F}_{s}\right]=\mathbb{E}\left[M_{t}^{2} \mid \mathcal{F}_{s}\right]
$$

Thus, taking the limit $n \rightarrow+\infty$ in equality (4.3), we obtain

$$
\mathbb{E}\left[M_{t}^{2}-[M]_{t} \mid \mathcal{F}_{s}\right]=M_{s}^{2}-[M]_{s}
$$

and, so, that $M_{t}^{2}-[M]_{t}$ is a martingale.
Proof of Proposition 4.3. Since $M$ is continuous $X \cdot M$ is continuous. Furthermore since both $X$ and $M$ are adapted and $X \cdot M$ is piecewise the product of adapted processes it is also adapted. Finally, since, for any $t \in \mathbb{R}_{+}, X \cdot M_{t}$ is the finite sum of products of a bounded random variable and a $L^{2}(\Omega)$ random variable $X \cdot M_{t}$ is in $L^{2}(\Omega)$.

We now prove that $X \cdot M$ is a martingale. Consider $t \geqslant s \in \mathbb{R}_{+}$then
$\mathbb{E}\left[(X \cdot M)_{t} \mid \mathcal{F}_{s}\right]=\sum_{t_{n+1} \leqslant s} P_{t_{n}}\left(M_{t_{n+1}}-M_{t_{n}}\right)+\mathbb{E}\left[P_{t_{k}}\left(M_{t_{k+1}}-M_{t_{k}}\right) \mid \mathcal{F}_{s}\right]+\mathbb{E}\left[\sum_{t_{n} \geqslant s} P_{t_{n}}\left(M_{t_{n+1}}-M_{t_{n}}\right) \mid \mathcal{F}_{s}\right]$
where $t_{k} \leqslant s \leqslant t_{k+1}$. Then $P_{t_{k}}$ and $M_{t_{k}}$ are $\mathcal{F}_{t_{k}} \subset \mathcal{F}_{s}$ measurable thus

$$
\mathbb{E}\left[P_{t_{k}}\left(M_{t_{k+1}}-M_{t_{k}}\right) \mid \mathcal{F}_{s}\right]=P_{t_{k}}\left(\mathbb{E}\left[M_{t_{k+1}} \mid \mathcal{F}_{s}\right]-M_{t_{k}}\right)=P_{t_{k}}\left(M_{s}-M_{t_{k}}\right)=P_{t_{k}}\left(M_{s \wedge t_{k+1}}-M_{t_{k}}\right) .
$$

Furthermore we get

$$
\begin{aligned}
\mathbb{E}\left[\sum_{t_{n} \geqslant s} P_{t_{n}}\left(M_{t_{n+1}}-M_{t_{n}}\right) \mid \mathcal{F}_{s}\right] & =\mathbb{E}\left[\sum_{t_{n} \geqslant s} \mathbb{E}\left[P_{t_{n}}\left(M_{t_{n+1}}-M_{t_{n}}\right) \mid \mathcal{F}_{t_{n}}\right] \mid \mathcal{F}_{s}\right] \\
& =\mathbb{E}\left[\sum_{t_{n} \geqslant s} P_{t_{n}}\left(\mathbb{E}\left[M_{t_{n+1}} \mid \mathcal{F}_{t_{n}}\right]-M_{t_{n}}\right) \mid \mathcal{F}_{s}\right] \\
& =\mathbb{E}\left[\sum_{t_{n} \geqslant s} P_{t_{n}}\left(M_{t_{n}}-M_{t_{n}}\right) \mid \mathcal{F}_{s}\right]=0 .
\end{aligned}
$$

Thus we get that

$$
\mathbb{E}\left[(X \cdot M)_{t} \mid \mathcal{F}_{s}\right]=\sum_{t_{n+1} \leqslant s} P_{t_{n}}\left(M_{t_{n+1}}-M_{t_{n}}\right)+P_{t_{k}}\left(M_{s \wedge t_{k+1}}-M_{t_{k}}\right)=(X \cdot M)_{s} .
$$

We finally prove that $[X \cdot M]_{t}=\int_{0}^{t} X_{s}^{2} \mathrm{~d}[M]_{s}$ using the characterization (3.1), consider $t \in \mathbb{R}_{+}$, we can consider a sequence $\left\{\pi_{n}\right\}_{n \in \mathbb{N}}$ such that $\sigma \subset \pi_{n}$, where $\sigma$ is the partition of $(0,+\infty)$ in the definition of the simple process (i.e. $X_{t}$ is constant on intervals of the partitions $\pi_{n}$ and so

$$
X_{t_{k}}=P_{I^{\pi_{n}, \sigma}\left(t_{k}\right)}
$$

where $I^{\pi_{n}, \sigma}: \pi_{n} \rightarrow \sigma$ is the usal map associating with $t_{k} \in \pi_{n}$ the maximum element $t_{k^{\prime}}^{\prime} \in \sigma$ such that $t_{k^{\prime}}^{\prime} \leqslant t_{k}$ ) this means that

$$
\begin{gathered}
\lim _{\left|\pi_{n}\right| \rightarrow 0} \sum_{t_{i} \in \pi_{n}^{t} \backslash\{0\}}\left((X \cdot M)_{t_{i}}-(X \cdot M)_{t_{i-1}}\right)^{2}=\lim _{\left|\pi_{n}\right| \rightarrow 0} \sum_{t_{i} \in \pi_{n}^{t} \backslash\{0\}} X_{t_{i-1}}^{2}\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}= \\
=\lim _{\left|\pi_{n}\right| \rightarrow 0} \sum_{t_{r} \in \sigma} P_{t_{r}}^{2} \sum_{s_{k} \in \pi_{n}^{t} \cap\left[t_{r}, t_{r+1}\right] \backslash\left\{t_{r}\right\}}\left(M_{s_{k}}-M_{s_{k-1}}\right)^{2}= \\
=\sum_{t_{r} \in \sigma} P_{t_{t_{r}}}^{2} \lim _{\left|\pi_{n}\right| \rightarrow 0} \sum_{s_{k} \in \pi_{n}^{t} \cap\left[t_{r}, t_{r+1}\right] \backslash\left\{t_{r}\right\}}\left(M_{s_{k}}-M_{s_{k-1}}\right)^{2}= \\
=\sum_{t_{r} \in \sigma} P_{t_{r}}^{2}\left([M]_{t_{r+1} \wedge t}-[M]_{t_{r} \wedge t}\right)=\sum_{t_{r} \in \sigma} X_{t_{r}}^{2}\left([M]_{t_{r+1} \wedge t}-[M]_{t_{r} \wedge t}\right)=\int_{0}^{t} X_{s} \mathrm{~d}[M]_{s} .
\end{gathered}
$$

Finally, since $X \cdot M \in \mathcal{M}_{c}^{2}$, by Theorem 4.5, $(X \cdot M)_{t}^{2}-[(X \cdot M)]_{t}=(X \cdot M)_{t}^{2}-\int_{0}^{t} X_{s}^{2} \mathrm{~d}[M]_{s}$ is a martingale with $(X \cdot M)_{0}^{2}-[(X \cdot M)]_{0}=0$. This means that

$$
\mathbb{E}\left[(X \cdot M)_{t}^{2}-\int_{0}^{t} X_{s}^{2} \mathrm{~d}[M]_{s}\right]=\mathbb{E}\left[(X \cdot M)_{0}^{2}-\int_{0}^{0} X_{s}^{2} \mathrm{~d}[M]_{s}\right]=0 .
$$

The Ito integral has also the following properties.
Proposition 4.6. Consider $c \in \mathbb{R}, M_{1}, M_{2} \in \mathcal{M}_{c}^{2}, X_{1}, X_{2} \in \mathcal{E}_{b}$ and $T$ a stopping time then we have

1. $\left(c X_{1}\right) \cdot M_{1}=c\left(X_{1} \cdot M_{1}\right)$,
2. $\left(X_{1}+X_{2}\right) \cdot M_{1}=X_{1} \cdot M_{1}+X_{2} \cdot M_{2}$,
3. $\left[X_{1} \cdot M_{1}, X_{2} \cdot M_{2}\right]_{t}=\int_{0}^{t} X_{1, s} X_{2, s} \mathrm{~d}\left[M_{1}, M_{2}\right]_{s}$,
4. $X_{1} \cdot M_{1}^{T}=\left(X_{1} \cdot M\right)^{T}$,
5. $\left[X_{1} \cdot M_{1}^{T}\right]_{t}=\int_{0}^{t} X_{1, s}^{2} \mathrm{~d}\left[M^{T}\right]_{s}=\int_{0}^{T \wedge t} X_{1, s}^{2} \mathrm{~d}[M]_{s}$,
6. $X_{2} \cdot\left(X_{1} \cdot M_{1}\right)=\left(X_{1} X_{2}\right) \cdot M_{1}$.

Proof. Exercise.

### 4.1.2 Integration of progressive processes and $L^{2}$ martingales

Thanks to Ito isometry (4.2) it is possible to extend to more general processes $X_{t}$. We introduce the space $L_{\text {pro,loc }}^{2}\left(\Omega \times \mathbb{R}_{+}, \operatorname{dPd}[M]\right)$ that is the space of progressive processes $Z_{t}$ such that for any $t \geqslant 0$ we have

$$
\|Z\|_{M,[0, t]}^{2}=\mathbb{E}\left[\int_{0}^{t} Z_{s}^{2} \mathrm{~d}[M]_{s}\right]<+\infty .
$$

Hereafter we use the notation

$$
\begin{gathered}
L_{[0, t]}^{2}(M):=L_{\text {pro }}^{2}(\Omega \times[0, t], \mathrm{d} \mathbb{P d}[M]), t \geqslant 0 \\
L^{2}(M):=L_{\text {pro,loc }}^{2}\left(\Omega \times \mathbb{R}_{+}, \mathrm{d} \mathbb{P d}[M]\right)=\bigcap_{t>0} L_{\text {pro }}^{2}(\Omega \times[0, t], \mathrm{d} \mathbb{P d}[M]) .
\end{gathered}
$$

Exercise 4.1. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space with filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$, and consider the subset $\mathcal{P}$ of $\mathcal{P} \subset \mathcal{F} \otimes \mathcal{B}\left(\mathbb{R}_{+}\right)$defined as

$$
A \in \mathcal{P} \Longleftrightarrow \forall t \geqslant 0(A \cap(\Omega \times[0, t])) \in \mathcal{F}_{t} \otimes \mathcal{B}([0, t]) .
$$

Prove that $\mathcal{P}$ is a $\sigma$-algebra, and that the process $X .(\cdot): \mathbb{R}_{+} \times \Omega \rightarrow \mathbb{R}$ is progressive if and only if $X$ is $\mathcal{P}$ measurable.

Remark 4.7. The space $L^{2}(M)$ is a complete metric space with distance given by (for example by)

$$
d(H, K)=\sum_{\ell \in \mathbb{N}} 2^{-\ell}\left\{\left(\mathbb{E}\left[\int_{0}^{\ell}\left|H_{s}-K_{s}\right|^{2} \mathrm{~d}[M]_{s}\right]\right)^{\frac{1}{2}} \wedge 1\right\}, \quad K, H \in L^{2}(M) .
$$

For any $t \geqslant 0 L_{[0, t]}^{2}(M)$ is a Hilbert space with scalar product given by

$$
(K, H)_{L_{[0, t]}^{2}(M)}=\mathbb{E}\left[\int_{0}^{t} K_{s} H_{s} \mathrm{~d}[M]_{s}\right], \quad K, H \in L_{[0, t]}^{2}(M) .
$$

Finally a sequence $K^{n} \rightarrow K$ in $L^{2}(M)$ with respect the metric above, if and only if, for any $t \geqslant 0$, $K^{n} \rightarrow K$ converges to $K$ in $L_{[0, t]}^{2}(M)$.

Exercise 4.2. Using Exercise 4.1, prove the assertions in Remark 4.7.
Indeed, the following proposition holds.
Proposition 4.8. Consider $Z \in L_{\text {pro,loc }}^{2}\left(\Omega \times \mathbb{R}_{+}, \mathrm{d} \mathbb{P d}[M]\right)$. Then there is a sequence $\left\{X^{n}\right\}_{n \in \mathbb{N}}$ of simple processes such that, for any $t \in \mathbb{R}_{+}$,

$$
\mathbb{E}\left[\int_{0}^{t}\left(Z_{s}-X_{s}^{n}\right)^{2} \mathrm{~d}[M]_{s}\right] \rightarrow 0, \quad n \rightarrow+\infty
$$

Proof. By Remark 4.7, the thesis of Proposition 4.8 is equivalent to prove that, for any $t>0, \mathcal{E}_{b}$ is dense in $L_{\text {pro }}^{2}(\Omega \times[0, t], \mathrm{d} \mathbb{P} d[M])$. Since $L_{\mathrm{pro}}^{2}(\Omega \times[0, t], \mathrm{d} \mathbb{P} \mathrm{d}[M])$ is a Hilbert space, the density of the subspace $\mathcal{E}_{b} \subset L_{\text {pro }}^{2}(\Omega \times[0, t], \mathrm{d} \mathbb{P} d[M])$ is equivalent to the fact that $\mathcal{E}_{b}^{\perp}=\{0\}$, where the $\mathcal{E}_{b}^{\perp} \subset L_{\mathrm{pro}}^{2}(\Omega \times[0, t], \mathrm{dPd}[M])$ is the orthogonal subspace of $\mathcal{E}_{b}$ namely $K_{s} \in \mathcal{E}_{b}^{\perp}$ if and only if for any $X_{s} \in \mathcal{E}_{b}$ we have

$$
\mathbb{E}\left[\int_{0}^{t} X_{s} K_{s} \mathrm{~d}[M]_{s}\right]=0
$$

So consider $K \in \mathcal{E}_{b}^{\perp}$ and define the process

$$
Y_{s}=\int_{0}^{s} K_{r} \mathrm{~d}[M]_{r} .
$$

The process $Y_{s}$ is an adapted $L^{1}(\Omega)$ process (it is adapted since $K_{r}$ is progressive and $[M]_{r}$ is continuous and adapted and thus it is progressive). Since $[M]_{s}$ is continuous $Y_{s}$ is continuous and since $[M]_{s}$ is of bounded variation and $K_{s} \in L^{2}([0, t], \mathrm{d}[M]) \subset L^{1}([0, t], \mathrm{d}[M])$ almost surely $Y_{s}$ is of bounded variation almost surely. Consider $s_{1}<s_{2} \leqslant t$ and $F \in \mathcal{F}_{s_{1}}$, then $X_{s}=\mathbb{I}_{F}(\omega) \mathbb{I}_{\left[s_{1}, s_{2}\right]}(s) \in \mathcal{E}_{b}$. This means that
and thus

$$
0=\mathbb{E}\left[\int_{0}^{t} X_{s} K_{s} \mathrm{~d}[M]_{s}\right]=\mathbb{E}\left[\mathbb{I}_{F} \int_{s_{1}}^{s_{2}} K_{s} \mathrm{~d}\left[M_{s}\right]\right]=\mathbb{E}\left[\mathbb{I}_{F}\left(Y_{s_{2}}-Y_{s_{1}}\right)\right]
$$

$$
\mathbb{E}\left[\mathbb{I}_{F} Y_{s_{2}}\right]=\mathbb{E}\left[\mathbb{I}_{F} Y_{s_{1}}\right]
$$

Since the last equality holds for a generic $F \in \mathcal{F}_{s_{1}}$, by definition of conditional probability we get

$$
\mathbb{E}\left[Y_{s_{1}} \mid \mathcal{F}_{s_{2}}\right]=Y_{s_{2}}
$$

This means that $Y_{s}$ is a continuous bounded variation martingale, and thus, by Theorem 3.16, $Y_{s}=Y_{0}=0$ almost surely. Since $[M]_{s}$ is an increasing continuous process, this means that $K_{s}$ must be zero with respect to a set of measure 0 of the measure $\mathrm{d} \mathbb{P} \mathrm{d}[M]$, and by definition of $L_{\text {pro }}^{2}(\Omega \times[0, t], \mathrm{d} \mathbb{P d}[M]), K=0$ as an element of $L_{\text {pro }}^{2}(\Omega \times[0, t], \mathrm{d} \mathbb{P d}[M])$. This means that $\mathcal{E}_{b}^{\perp}=\{0\}$ and so $\mathcal{E}_{b}$ is dense in $L_{\text {pro }}^{2}(\Omega \times[0, t], \operatorname{dPd}[M])$ and so on $L_{\text {pro,loc }}^{2}\left(\Omega \times \mathbb{R}_{+}, \operatorname{dPd}[M]\right)$.

Definition 4.9. Consider $Z \in L_{\text {pro,loc }}^{2}\left(\Omega \times \mathbb{R}_{+}, \mathrm{dPd}[M]\right)$ and $M \in \mathcal{M}_{c}^{2}$ we define the Ito integral $Z \cdot M$ as the limit

$$
Z \cdot M=\lim _{n \rightarrow 0} X^{n} \cdot M
$$

where $X^{n} \in \mathcal{E}_{b}$ is some sequence of bounded simple processes such that for any $t>0 \mathbb{E}\left[\int_{0}^{t}\left(Z_{s}-\right.\right.$ $\left.\left.X_{s}^{n}\right)^{2} \mathrm{~d}[M]_{s}\right] \rightarrow 0$ as $n \rightarrow+\infty$.

Theorem 4.10. If $Z \in L_{\text {pro,loc }}^{2}\left(\Omega \times \mathbb{R}_{+}, \operatorname{dPd}[M]\right)$ the Ito integral $Z \cdot M$ is well defined (i.e. it exists and it is unique up to indistiguishability), furthermore $Z \cdot M \in \mathcal{M}_{c}^{2}$

$$
[Z \cdot M]_{t}=\int_{0}^{t} Z_{s}^{2} \mathrm{~d}[M]_{s}
$$

and

$$
\mathbb{E}\left[(Z \cdot M)_{t}^{2}\right]=\mathbb{E}\left[\int_{0}^{t} Z_{s}^{2} \mathrm{~d}[M]_{s}\right] .
$$

Proof. By Proposition 4.8, there is a sequence $X^{n} \in \mathcal{E}_{b}$ such that $\mathbb{E}\left[\int_{0}^{t}\left(X_{s}^{n}-Z_{s}\right)^{2} \mathrm{~d}[M]_{s}\right] \rightarrow 0$. In particular this means that the sequence $X^{n} \cdot M$ is a Cauchy sequence in $\mathcal{M}_{c}^{2}$ indeed

$$
\begin{aligned}
d_{\mathcal{M}_{c}^{2}}\left(X^{n} \cdot M, X^{m} \cdot M\right) & =\sum_{\ell \in \mathbb{R}} 2^{-\ell}\left(\mathbb{E}\left[\left|\left(X^{n} \cdot M\right)_{\ell}-\left(X^{m} \cdot M\right)_{\ell}\right|^{2}\right] \wedge 1\right) \\
& =\sum_{\ell \in \mathbb{R}} 2^{-\ell}\left(\mathbb{E}\left[\int_{0}^{\ell}\left(X_{s}^{n}-X_{s}^{m}\right)^{2} \mathrm{~d}[M]_{s}\right] \wedge 1\right) \\
& =\sum_{\ell \in \mathbb{R}} 2^{-\ell}\left(\left(\mathbb{E}\left[\int_{0}^{\ell}\left(X_{s}^{n}-Z\right)^{2} \mathrm{~d}[M]_{s}\right]+\mathbb{E}\left[\int_{0}^{\ell}\left(X_{s}^{m}-Z\right)^{2} \mathrm{~d}[M]_{s}\right]\right) \wedge 1\right)
\end{aligned}
$$

which converges to 0 when $n, m \rightarrow+\infty$. This implies that $X^{n} \cdot M$ converges to some $Z \cdot M \in \mathcal{M}_{c}^{2}$. Suppose that $X^{n^{\prime}}$ is such that $\mathbb{E}\left[\int_{0}^{t}\left|X_{s}^{n \prime}-Z_{s}\right|^{2} \mathrm{~d}[M]_{s}\right] \rightarrow 0$ then $X^{n} \cdot M-X^{n^{\prime}} \cdot M$ converges to 0 in $\mathcal{M}_{c}^{2}$. This implies that $Z \cdot M$ is uniquely defined up to indistiguishability.

Since $X^{n} \cdot M$ converges to $Z \cdot M$ in $\mathcal{M}_{c}^{2}$, it means that for any $t \in \mathbb{R}_{+}$the random variable $\left(X^{n} \cdot M\right)_{t}^{2}$ converges to $(Z \cdot M)_{t}^{2}$ in $L^{1}(\Omega)$. Furthermore we have that

$$
\begin{aligned}
\mathbb{E}\left[\left|\int_{0}^{t}\left(X_{s}^{n}\right)^{2} \mathrm{~d}[M]_{s}-\int_{0}^{t} Z_{s}^{2} \mathrm{~d}[M]_{s}\right|\right] & \leqslant \mathbb{E}\left[\int_{0}^{t}\left|\left(X_{s}^{n}\right)^{2}-Z_{s}^{2}\right| \mathrm{d}[M]_{s}\right] \\
& \leqslant\left(\mathbb{E}\left[\int_{0}^{t}\left(X_{s}^{n}+Z_{s}\right)^{2} \mathrm{~d}[M]_{s}\right]\right)^{\frac{1}{2}}\left(\mathbb{E}\left[\int_{0}^{t}\left(X_{s}^{n}-Z_{s}\right)^{2} \mathrm{~d}[M]_{s}\right]\right)^{\frac{1}{2}}
\end{aligned}
$$

and so $\int_{0}^{t}\left(X_{s}^{n}\right)^{2} \mathrm{~d}[M]_{s}$ converges to $\int_{0}^{t} Z_{s}^{2} \mathrm{~d}[M]_{s}$ in $L^{1}(\Omega)$. Furthermore, by what we say before, $\left(X^{n} \cdot M\right)_{t}$ converges to $(Z \cdot M)_{t}$ in $L^{2}(\Omega)$ and so $\left(X^{n} \cdot M\right)_{t}^{2}$ converges to $(Z \cdot M)_{t}$ in $L^{1}(\Omega)$. So let $t \geqslant s$ we have that

$$
\begin{align*}
\mathbb{E}\left[(Z \cdot M)_{t}^{2}-\int_{0}^{t} Z_{\tau}^{2} \mathrm{~d}[M]_{\tau} \mid \mathcal{F}_{s}\right] & =\lim _{n \rightarrow+\infty} \mathbb{E}\left[\left(X^{n} \cdot M\right)_{t}-\int_{0}^{t}\left(X_{\tau}^{n}\right)^{2} \mathrm{~d}[M]_{\tau} \mid \mathcal{F}_{s}\right] \\
& =\lim _{n \rightarrow+\infty}\left(\left(X^{n} \cdot M\right)_{s}-\int_{0}^{s}\left(X_{\tau}^{n}\right)^{2} \mathrm{~d}[M]_{\tau}\right) \\
& =(Z \cdot M)_{s}^{2}-\int_{0}^{s} Z_{\tau}^{2} \mathrm{~d}[M]_{\tau} \tag{4.4}
\end{align*}
$$

where we used that, by Theorem 4.5, $\mathbb{E}\left[\left(X^{n} \cdot M\right)_{t}-\int_{0}^{t}\left(X_{\tau}^{n}\right)^{2} \mathrm{~d}[M]_{\tau} \mid \mathcal{F}_{s}\right]=\left(X^{n} \cdot M\right)_{s}-\int_{0}^{s}\left(X_{\tau}^{n}\right)^{2} \mathrm{~d}[M]_{\tau}$. Equality (4.10) proves that $(Z \cdot M)_{t}-\int_{0}^{t} Z_{\tau}^{2} \mathrm{~d}[M]_{\tau}$ is a martingale and by uniqueness of quadratic variation

$$
[Z \cdot M]_{t}=\int_{0}^{t} Z_{\tau}^{2} \mathrm{~d}[M]_{\tau}
$$

Finally since $Z \cdot M \in \mathcal{M}_{c}^{2}$, again by Theorem 4.5,

$$
\mathbb{E}\left[(Z \cdot M)_{t}^{2}\right]=\mathbb{E}\left[\int_{0}^{t} Z_{s}^{2} \mathrm{~d}[M]_{s}\right]
$$

The Ito integral $Z \cdot M$ satisfies some useful properties.
Proposition 4.11. Consider $c \in \mathbb{R}, M_{1}, M_{2} \in \mathcal{M}_{c}^{2}, Z_{1}, Z_{2}, \widetilde{Z}_{1}, \widetilde{Z}_{2}$ progressive processes such that $Z_{1}, Z_{2} \in L_{\text {loc }}^{2}\left(\Omega \times \mathbb{R}_{+}, \mathrm{d} \mathbb{P d}\left[M_{1}\right]\right), Z_{1} \in L^{2}\left(\Omega \times \mathbb{R}_{+}, \mathrm{d} \mathbb{P d}\left[M_{2}\right]\right)$ and $\tilde{Z}_{1}, \tilde{Z}_{2} \in L^{4}\left(\Omega \times \mathbb{R}_{+}, \mathrm{d} \mathbb{P d}\left[M_{1}\right]\right)$ and $T$ a stopping time then we have

1. $\left(c Z_{1}\right) \cdot M_{1}=c\left(Z_{1} \cdot M_{1}\right) ;$
2. $\left(Z_{1}+Z_{2}\right) \cdot M_{1}=Z_{1} \cdot M_{1}+Z_{2} \cdot M_{2}$;
3. $Z_{1} \cdot\left(M_{1}+M_{2}\right)=Z_{1} \cdot M_{1}+Z_{1} \cdot M_{2}$;
4. $\left[Z_{1} \cdot M_{1}, Z_{2} \cdot M_{2}\right]_{t}=\int_{0}^{t} Z_{1, s} Z_{2, s} \mathrm{~d}\left[M_{1}, M_{2}\right]_{s}$,
5. $Z_{1} \cdot M^{T}=\left(Z_{1} \cdot M\right)^{T}$,
6. $\left[Z_{1} \cdot M^{T}\right]_{t}=\int_{0}^{t} Z_{1, s}^{2} \mathrm{~d}\left[M^{T}\right]_{s}=\int_{0}^{T \wedge t} Z_{1, s}^{2} \mathrm{~d}[M]_{s}$,
7. $\tilde{Z}_{2} \cdot\left(\tilde{Z}_{1} \cdot M_{1}\right)=\left(\tilde{Z}_{2} \tilde{Z}_{1}\right) \cdot M_{1}$.

Proof. Exercise.
We want to conclude this section with an important approximation theorem when the process $Z_{t}$ is a continuous adapted process.

Theorem 4.12. Let $Z_{t}$ be a continuous bounded adapted process such that, for any $t \in \mathbb{R}_{+}$, $\mathbb{E}\left[\int_{0}^{t} Z_{s}^{2} \mathrm{~d}[M]_{s}\right]<+\infty$ then if $\left\{\pi_{n}\right\}_{n \in \mathbb{N}}$ is a sequence of increasing partitions such that $\left|\pi_{n}\right| \rightarrow 0$ we have

$$
\begin{equation*}
(Z \cdot M)_{t}=\lim _{n \rightarrow 0} \sum_{t_{i} \in \pi_{n}^{t} \backslash\{0\}} Z_{t_{i-1}}\left(M_{t_{i}}-M_{t_{i-1}}\right) \tag{4.5}
\end{equation*}
$$

in $L^{2}(\Omega)$.

Proof. We write

$$
Z_{t}^{\pi_{n}}=\sum_{t_{i} \in \pi_{n} \backslash\{0\}} Z_{t_{i-1}} \mathbb{I}_{\left(t_{i-1}, t_{i}\right]}(t) .
$$

If we prove that

$$
\mathbb{E}\left[\int_{0}^{t}\left|Z_{t}^{\pi_{n}}-Z_{t}\right|^{2} \mathrm{~d}[M]_{s}\right] \rightarrow 0
$$

the theorem is proved. We have that

$$
\mathbb{E}\left[\int_{0}^{t}\left|Z_{t}^{\pi_{n}}-Z_{t}\right|^{2} \mathrm{~d}[M]_{s}\right] \leqslant \mathbb{E}\left[\max _{t_{i} \in \pi_{n}^{t} \backslash\{0\}}\left(\sup _{s \in\left[t_{i-1}, t_{i}\right]}\left|Z_{t_{i-1}}-Z_{s}\right|\right)[M]_{t}\right]
$$

On the other hand, since $|Z| \leqslant K$ for some constant $K$,

$$
\max _{t_{i} \in \pi_{n} \backslash\{0\}}\left(\sup _{t \in\left[t_{i-1}, t_{i}\right]}\left|Z_{t_{i-1}}-Z_{t}\right|\right)[M]_{t} \leqslant 2 K[M]_{t}
$$

which is an $L^{1}(\Omega)$ random variable (since $M \in \mathcal{M}_{c}^{2}$ ). Furthermore

$$
\max _{t_{i} \in \pi_{n} \backslash\{0\}}\left(\sup _{s \in\left[t_{i-1}, t_{i}\right]}\left|Z_{t_{i-1}}-Z_{s}\right|\right) \rightarrow 0, \quad n \rightarrow+\infty
$$

since $t \mapsto Z_{t}$ is continuous on $\mathbb{R}_{+}$and so uniformly continuous on $[0, t]$. By Lebesgue dominated convergence theorem we get the thesis.

Remark 4.13. The boundedness of $Z$ can be replaced with the condition that, for any $t \in \mathbb{R}_{+}$, $\sup _{s \in[0, t]}\left|Z_{s}\right| \in L^{p}(\Omega)$ and $[M]_{t} \in L^{q}(\Omega)$ for $\frac{1}{p}+\frac{1}{q} \leqslant 1$.

More generally, if $M$ is a local martingale and $Z$ is a continuous process, then the convergence in (4.5) holds in probability.

### 4.1.3 The Brownian motion case

The integration with respect Brownian motion is a special case of integration with respect $\mathcal{M}_{c}^{2}$ martingales introduced above. In this case the space of progressive processes $Z_{t}$ that can be integrated must satisfy the condition

$$
\mathbb{E}\left[\int_{0}^{t} Z_{s}^{2} \mathrm{~d} s\right]<+\infty
$$

in other words they must be progressive function in the space

$$
L_{\mathrm{loc}}^{2}\left(\Omega \times \mathbb{R}_{+}, \mathbb{P} \otimes \mathrm{d} t\right)
$$

The Ito integral $(Z \cdot B)=\int_{0}^{\cdot} Z_{s} \mathrm{~d} B_{s}$ is an $\mathcal{M}_{c}^{2}$ martingale and we have

$$
\left[\int_{0}^{\cdot} Z_{s} \mathrm{~d} B_{s}\right]_{t}=\int_{0}^{t} Z_{s}^{2} \mathrm{~d} s, \quad \mathbb{E}\left[\left(\int_{0}^{t} Z_{s} \mathrm{~d} B_{s}\right)^{2}\right]=\mathbb{E}\left[\int_{0}^{t} Z_{s}^{2} \mathrm{~d} s\right]
$$

the second equality is usually called Ito isometry.

### 4.1.4 Integration with respect to local martingale

In this section let $M_{t}$ be a continuous local martingale such that $M_{0}=0$. Consider a progressive process such that for any $t \in \mathbb{R}_{+}$

$$
\int_{0}^{t} X_{s}^{2} \mathrm{~d}[M]_{s}<+\infty
$$

almost surely.
Theorem 4.14. Let $M_{t}$ a local martingale and $X_{t}$ a progressive process such that $\int_{0}^{t} X_{s}^{2} \mathrm{~d}[M]_{s}<$ $+\infty$, then there is a unique (up to indistiguishability) process $X \cdot M$ such that there is a sequence of increasing stopping times $T_{n} \rightarrow+\infty$ such that $M^{T_{n}} \in \mathcal{M}_{c}^{2}$ and $X^{T_{n}} \in L_{\mathrm{loc}}^{2}\left(\Omega \times \mathbb{R}_{+}, \mathrm{dPd}[M]^{T_{n}}\right)$ such that

$$
(X \cdot M)^{T_{n}}=\left(X^{T_{n}} \cdot M^{T_{n}}\right)
$$

Proof. We can choose the sequence of stopping times $T_{n}$ in the following way

$$
\begin{aligned}
& T_{n}^{(1)}=\inf \left\{t \geqslant 0,\left|M_{t}\right| \geqslant n\right\} \\
& T_{n}^{(2)}=\inf \left\{t \geqslant 0, \int_{0}^{t} X_{s}^{2} \mathrm{~d}[M]_{s} \geqslant n\right\}
\end{aligned}
$$

and so $T_{n}=T_{n}^{(1)} \wedge T_{n}^{(2)}$. Since $M^{T_{n}}$ is a bounded martingale it is in $\mathcal{M}_{c}^{2}$. Furthermore, by Proposition 4.11, we have

$$
\mathbb{E}\left[\int_{0}^{t} X_{s}^{T_{n}} \mathrm{~d}\left[M^{T_{n}}\right]_{s}\right]=\mathbb{E}\left[\int_{0}^{t \wedge T_{n}} X_{s}^{T_{n}} \mathrm{~d}[M]_{s}\right] \leqslant n
$$

this means that there is a unique $\mathcal{M}_{c}^{2}$ martingale defined as $X^{T_{n}} \cdot M^{T_{n}}$. Since $T_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$ the process $X \cdot M$ is well defined. Finally by Proposition 4.11 and the uniqueness of Ito integral for $L^{2}$ martingales the process $X \cdot M$ is unique.

### 4.2 Ito Formula continuous semimartingales

### 4.2.1 One dimensional Ito formula

Definition 4.15. Let $X_{t}$ be a continuous adapted process. We say that $X_{t}$ is an $L^{p}$-continuous semimartingale if there are a bounded variation process $A_{t}$ such that, for any $t \in \mathbb{R}_{+}, V_{t}(A.) \in L^{p}(\Omega)$ (i.e. the variation of the process $A_{t}$ is an $L^{p}$ random variable), and an martingale $M$ in $L^{p}(\Omega)$ such that

$$
\begin{equation*}
X_{t}=A_{t}+M_{t} . \tag{4.6}
\end{equation*}
$$

An adapted process $X_{t}$ is called a semimartingale if the decomposition (4.6) holds, where $A_{t}$ is a continuous bounded variation process and $M$ is a local martingale.

Remark 4.16. Thanks to Theorem 3.16, the decomposition (4.6) of a semimartingale is unique; i.e. if $X_{t}=A_{t}^{1}+M_{t}^{1}$ and $X_{t}=A_{t}^{2}+M_{t}^{2}$ for some continuous bounded variation processes $A^{1}, A^{2}$ and some continuous local martingales $M^{1}, M^{2}$ then $A^{1}=A^{2}$ almost surely and $M^{1}=M^{2}$ almost surely.

Hereafter if $Z_{t}$ is a predictable process such that the Riemann-Stieltjes integral $\int_{0}^{t} Z_{s} \mathrm{~d} A_{s}$ exists and such that $\int_{0}^{t} Z_{s}^{2} \mathrm{~d}[M]_{s}<+\infty$ almost surely we define

$$
\int_{0}^{t} Z_{s} \mathrm{~d} X_{s}:=\int_{0}^{t} Z_{s} \mathrm{~d} A_{s}+\int_{0}^{t} Z_{s} \mathrm{~d} M_{s}
$$

where the first is a Riemann-Stieltjes integral and the second is the Ito integral with respect to the local martingale $M_{s}$. Furthermore we defined the quadratic variation of the seminartingale $X_{t}$ as

$$
[X]_{t}:=[M]_{t} .
$$

Finally if $X^{1}=A^{1}+M^{1}, X^{2}=A^{2}+M^{2}$ are two continuous semimartingales we define the quadratic covariation as

$$
\left[X^{1}, X^{2}\right]_{t}:=\left[M^{1}, M^{2}\right]_{t} .
$$

Theorem 4.17. Let $f \in C^{2}(\mathbb{R}, \mathbb{R})$ be a bounded function with bounded first and second derivatives, then if $X_{t}$ is an $L^{4}$ semimartingale then $f\left(X_{t}\right)$ is an $L^{2}$ semimartingale and we have

$$
\begin{align*}
f\left(X_{t}\right) & =f\left(X_{0}\right)+\int_{0}^{t} f^{\prime}\left(X_{s}\right) \mathrm{d} X_{s}+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) \mathrm{d}[X]_{s} \\
& =f\left(X_{0}\right)+\int_{0}^{t} f^{\prime}\left(X_{s}\right) \mathrm{d} A_{s}+\int_{0}^{t} f^{\prime}\left(X_{s}\right) \mathrm{d} M_{s}+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) \mathrm{d}[M]_{s} \tag{4.7}
\end{align*}
$$

Lemma 4.18. Let $M_{t}$ be a $\mathcal{M}_{c}^{4}$ martingale then for any partition $\pi \in \Pi([0, t])$ we have

$$
\begin{gathered}
\mathbb{E}\left[\left(\sum_{t_{i} \in \pi \backslash\{0\}}\left(\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}-[M]_{t_{i}}+[M]_{t_{i}-1}\right)\right)^{2}\right]^{1 / 2} \leqslant 3\left(\left[\sup _{s \in[0, t]}\left|M_{s}\right|^{4}\right]^{1 / 2}+\mathbb{E}\left[[M]_{t}^{2}\right]^{1 / 2}\right) \times \\
\times\left(\mathbb{E}\left[\sup _{t_{i} \in \pi \backslash\{0\}}\left(M_{t_{i}}-M_{t_{i-1}}\right)^{4}\right]^{1 / 2}+\mathbb{E}\left[\sup _{t_{i} \in \pi \backslash\{0\}}\left([M]_{t_{i}}-[M]_{t_{i-1}}\right)^{2}\right]^{1 / 2}\right)
\end{gathered}
$$

Proof. We have that

$$
\begin{gathered}
\mathbb{E}\left[\left(\sum_{t_{i} \in \pi \backslash\{0\}}\left(\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}-[M]_{t_{i}}+[M]_{t_{i-1}}\right)\right)^{2}\right]= \\
=\sum_{t_{i}, t_{i^{\prime}} \in \pi \backslash\{0\}} \mathbb{E}\left[\left(\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}-[M]_{t_{i}}+[M]_{t_{i-1}}\right)\left(\left(M_{t_{i^{\prime}}}-M_{t_{i^{\prime}-1}}\right)^{2}-[M]_{t_{i^{\prime}}}+[M]_{t_{i^{\prime}-1}}\right)\right] .
\end{gathered}
$$

If $t_{i} \neq t_{i^{\prime}}$, we can assume that $t_{i}>t_{i^{\prime}}$ then

$$
\begin{aligned}
& \mathbb{E}\left[\left(\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}-[M]_{t_{i}}+[M]_{t_{i-1}}\right)\left(\left(M_{t_{i^{\prime}}}-M_{t_{i^{\prime}-1}}\right)^{2}-[M]_{t_{i^{\prime}}}+[M]_{t_{i^{\prime}-1}}\right)\right]= \\
&= \mathbb{E}\left[\mathbb{E}\left[\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}-[M]_{t_{i}}+[M]_{t_{i-1}} \mid \mathcal{F}_{t_{i-1}}\right]\left(\left(M_{t_{i^{\prime}}}-M_{t_{i^{\prime}-1}}\right)^{2}-[M]_{t_{i^{\prime}}}+[M]_{t_{i^{\prime}-1}}\right)\right]= \\
&=\mathbb{E}\left[\left(\mathbb{E}\left[M_{t_{i}}^{2}-[M]_{t_{i}} \mid \mathcal{F}_{t_{i}}\right]-M_{t_{i-1}}^{2}+[M]_{t_{i-1}}\right)\left(\left(M_{t_{i^{\prime}}}-M_{t_{i^{\prime}-1}}\right)^{2}-[M]_{t_{i^{\prime}}}+[M]_{t_{i^{\prime}-1}}\right)\right]= \\
&=\mathbb{E}\left[\left(M_{t_{i-1}}^{2}-[M]_{t_{i-1}}-M_{t_{i-1}}^{2}+[M]_{t_{i-1}}\right)\left(\left(M_{t_{i^{\prime}}}-M_{t_{i^{\prime}-1}}\right)^{2}-[M]_{t_{i^{\prime}}}+[M]_{t_{i^{\prime}-1}}\right)\right]=0 .
\end{aligned}
$$

This implies that

$$
\begin{gathered}
\mathbb{E}\left[\left(\sum_{t_{i} \in \pi \backslash\{0\}}\left(\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}-[M]_{t_{i}}+[M]_{t_{i-1}}\right)\right)^{2}\right]= \\
=\mathbb{E}\left[\sum_{t_{i} \in \pi \backslash\{0\}}\left(\left(M_{t_{i}}-M_{t_{i}-1}\right)^{2}-[M]_{t_{i}}+[M]_{t_{i-1}}\right)^{2}\right] \\
\leqslant \mathbb{E}\left[\left\{\sup _{t_{i} \in \pi \backslash\{0\}}\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}\right\}\left(\sum_{t_{i} \in \pi \backslash\{0\}}\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}\right)\right]+ \\
+2 \mathbb{E}\left[\left\{\sup _{t_{i} \in \pi \backslash\{0\}}\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}\right\}[M]_{t}\right]+\mathbb{E}\left[\left\{\sup _{t_{i} \in \pi \backslash\{0\}}\left([M]_{t_{i}}-[M]_{t_{i-1}}\right)\right\}[M]_{t}\right] .
\end{gathered}
$$

The thesis follows applying Holder inequality and Lemma 3.23.
Proof. Let $\left\{\pi_{n}\right\}_{n \in \mathbb{N}} \subset \prod([0, t])$ be a increasing sequence of partition such that $\left|\pi_{n}\right| \rightarrow 0$ then, by Lagrange theorem, we have

$$
\begin{aligned}
f\left(X_{t}\right) & =f\left(X_{0}\right)+\sum_{t_{i} \in \pi_{n} \backslash\{0\}}\left(f\left(X_{t_{i}}\right)-f\left(X_{t_{i-1}}\right)\right) \\
& =f\left(X_{0}\right)+\sum_{t_{i} \in \pi_{n} \backslash\{0\}} f^{\prime}\left(X_{t_{i-1}}\right)\left(X_{t_{i}}-X_{t_{i-1}}\right)+\frac{1}{2} \sum_{t_{i} \in \pi_{n} \backslash\{0\}} f^{\prime \prime}\left(\xi_{X_{t_{i}}, X_{t_{i-1}}}\right)\left(X_{t_{i}}-X_{t_{i-1}}\right)^{2}
\end{aligned}
$$

where $\xi_{X_{t_{i}}, X_{t_{i-1}}}$ is some point between $X_{t_{i}}$ and $X_{t_{i-1}}$.
On the other hand

$$
\begin{aligned}
\sum_{t_{i} \in \pi_{n} \backslash\{0\}} f^{\prime}\left(X_{t_{i-1}}\right)\left(X_{t_{i}}-X_{t_{i-1}}\right)= & \sum_{t_{i} \in \pi_{n} \backslash\{0\}} f^{\prime}\left(X_{t_{i-1}}\right)\left(A_{t_{i}}-A_{t_{i-1}}\right)+ \\
& +\sum_{t_{i} \in \pi_{n} \backslash\{0\}} f^{\prime}\left(X_{t_{i-1}}\right)\left(M_{t_{i}}-M_{t_{i-1}}\right)
\end{aligned}
$$

On the other hand, by Theorem 3.12,

$$
\sum_{t_{i} \in \pi_{n} \backslash\{0\}} f^{\prime}\left(X_{t_{i-1}}\right)\left(A_{t_{i}}-A_{t_{i-1}}\right) \rightarrow \int_{0}^{t} f^{\prime}\left(X_{s}\right) \mathrm{d} A_{s}
$$

almost surely, since $t \mapsto f^{\prime}\left(X_{t}\right)$ is a continuous map and $t \mapsto A_{t}$ has bounded variation. Furthermore since $V_{t}(A) \in L^{4}(\Omega)$, the previous convergence is also in $L^{4}(\Omega)$ and so

$$
V_{t}\left(\int_{0}^{.} f^{\prime}\left(X_{s}\right) \mathrm{d} A_{s}\right) \leqslant\left\|f^{\prime}\right\|_{L^{\infty}} V_{t}(A)
$$

which is in $L^{4}(\Omega) \subset L^{2}(\Omega)$. Furthermore by Theorem 4.12

$$
\sum_{t_{i} \in \pi_{n} \backslash\{0\}} f^{\prime}\left(X_{t_{i-1}}\right)\left(M_{t_{i}}-M_{t_{i-1}}\right) \rightarrow \int_{0}^{t} f^{\prime}\left(X_{s}\right) \mathrm{d} M_{s}
$$

in $L^{2}(\Omega)$ (actually as a martingale in $\mathcal{M}_{c}^{2}$ ).
For the remaining term $\sum_{t_{i} \in \pi \backslash\{0\}} f^{\prime \prime}\left(\xi_{X_{t_{i}}, X_{t_{i-1}}}\right)\left(X_{t_{i}}-X_{t_{i-1}}\right)^{2}$, we want to prove that it converges to $\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{t}\right) \mathrm{d}[M]_{s}$ in $L^{2}(\Omega)$. Indeed we have

$$
\begin{gathered}
\left|\sum_{t_{i} \in \pi \backslash\{0\}} f^{\prime \prime}\left(\xi_{X_{t_{i}}, X_{t_{i-1}}}\right)\left(X_{t_{i}}-X_{t_{i-1}}\right)^{2}-\int_{0}^{t} f^{\prime \prime}\left(X_{t}\right) \mathrm{d}[M]_{s}\right|= \\
=\frac{1}{2}\left|\sum_{t_{i} \in \pi \backslash\{0\}} f^{\prime \prime}\left(\xi_{X_{t_{i}}, X_{t_{i-1}}}\right)\left(\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}-[M]_{t_{i}}+[M]_{t_{i-1}}\right)\right|+ \\
+\sum_{t_{i} \in \pi \backslash\{0\}}\left|f^{\prime \prime}\left(\xi_{X_{t_{i}}, X_{t_{i-1}}}\right)\right|\left|M_{t_{i}}-M_{t_{i-1}}\right|\left|A_{t_{i}}-A_{t_{i-1}}\right|+\frac{1}{2} \sum_{t_{i} \in \pi \backslash\{0\}} \int_{t_{i-1}}^{t_{i}}\left|f^{\prime \prime}\left(\xi_{X_{t_{i}}, X_{t_{i-1}}}\right)-f^{\prime \prime}\left(X_{s}\right)\right| \mathrm{d}[M]_{s} .
\end{gathered}
$$

By Lemma 4.18, we have

$$
\begin{gathered}
\mathbb{E}\left[\left|\sum_{t_{i} \in \pi_{n} \backslash\{0\}} f^{\prime \prime}\left(\xi_{X_{t_{i}}, X_{t_{i-1}}}\right)\left(\left(M_{t_{i}}-M_{t_{i-1}}\right)^{2}-[M]_{t_{i}}+[M]_{t_{i-1}}\right)\right|^{2}\right] \leqslant \\
\leqslant 3\left\|f^{\prime \prime}\right\|_{L^{\infty}} 3\left(\left[\sup _{s \in[0, t]}\left|M_{s}\right|^{4}\right]^{1 / 2}+\mathbb{E}\left[[M]_{t}^{2}\right]^{1 / 2}\right) \times \\
\times\left(\mathbb{E}\left[\sup _{t_{i} \in \pi_{n} \backslash\{0\}}\left(M_{t_{i}}-M_{t_{i-1}}\right)^{4}\right]^{1 / 2}+\mathbb{E}\left[\sup _{t_{i} \in \pi_{n} \backslash\{0\}}\left([M]_{t_{i}}-[M]_{t_{i-1}}\right)^{2}\right]^{1 / 2}\right)
\end{gathered}
$$

The last factor converges to 0 , as $\left|\pi_{n}\right| \rightarrow 0$, since $\sup _{t_{i} \in \pi_{n} \backslash\{0\}}\left(M_{t_{i}}-M_{t_{i-1}}\right)^{4} \rightarrow 0, \sup _{t_{i} \in \pi_{n} \backslash\{0\}}\left([M]_{t_{i}}-\right.$ $\left.[M]_{t_{i-1}}\right)^{2} \rightarrow 0$ almost surely, by the uniform continuity of $M_{s}$ and $[M]_{s}$ on $[0, t]$, and by Lebesgue dominated convergence theorem, which can be used because $\sup _{t_{i} \in \pi_{n} \backslash\{0\}}\left(M_{t_{i}}-M_{t_{i-1}}\right)^{4} \leqslant \sup _{s \in[0, t]} M_{s}^{4} \in$ $L^{1}(\Omega)$ and $\sup _{t_{i} \in \pi_{n} \backslash\{0\}}\left([M]_{t_{i}}-[M]_{t_{i-1}}\right)^{2} \leqslant[M]_{t}^{2} \in L^{1}(\Omega)$. Furthermore we get

$$
\begin{gathered}
\mathbb{E}\left[\left|\sum_{t_{i} \in \pi \backslash\{0\}}\right| f^{\prime \prime}\left(\xi_{X_{t_{i}}, X_{t_{i-1}}}\right) \| M_{t_{i}}-M_{t_{i-1}}| | A_{t_{i}}-A_{t_{i-1}}| |^{2}\right] \leqslant \\
\leqslant\left\|f^{\prime \prime}\right\|_{L^{\infty}} \mathbb{E}\left[\sup _{t_{i} \in \pi_{n} \backslash\{0\}}\left|M_{t_{i}}-M_{t_{i-1}}\right|^{2} V_{t}(A)^{2}\right] \leqslant\left\|f^{\prime \prime}\right\|_{L^{\infty}} \mathbb{E}\left[\sup _{t_{i} \in \pi_{n} \backslash\{0\}}\left|M_{t_{i}}-M_{t_{i-1}}\right|^{4}\right]^{1 / 2} \mathbb{E}\left[V_{t}(A)^{4}\right]^{\frac{1}{2}}
\end{gathered}
$$

which converges to 0 since $\mathbb{E}\left[\sup _{t_{i} \in \pi_{n} \backslash\{0\}}\left|M_{t_{i}}-M_{t_{i-1}}\right|^{4}\right]^{1 / 2} \rightarrow 0$ as $\left|\pi_{n}\right| \rightarrow 0$ as shown above. Finally

$$
\begin{aligned}
& \mathbb{E}\left[\left|\int_{t_{i-1}}^{t_{i}}\left(\sum_{t_{i} \in \pi \backslash\{0\}}\left|f^{\prime \prime}\left(\xi_{X_{t_{i}}, X_{t_{i}-1}}\right)-f^{\prime \prime}\left(X_{s}\right)\right|\right) \mathrm{d}[M]_{s}\right|^{2}\right] \leqslant \\
& \leqslant \mathbb{E}\left[[ M ] _ { t } ^ { 2 } \left\{\max _{\left.\left.t_{i} \in \pi_{n} \backslash\{0\}_{s \in\left[t_{i}, t_{i-1}\right]} \sup \left[\left|f^{\prime \prime}\left(\xi_{X_{t_{i}}, X_{t_{i-1}}}\right)-f^{\prime \prime}\left(X_{s}\right)\right|\right]\right\}\right] \leqslant}^{\leqslant \mathbb{E}\left[[M]_{t}^{2}\left\{\max _{t_{i} \in \pi_{n} \backslash\{0\}_{s \in\left[t_{i}, t_{i-1}\right], k \in[0,1]}} \sup \left[\left|f^{\prime \prime}\left(X_{t_{i}}+k\left(X_{t_{i-1}}+X_{t_{i}}\right)\right)-f^{\prime \prime}\left(X_{s}\right)\right|\right]\right\}\right]}\right.\right.
\end{aligned}
$$

The last term goes to 0 , since by uniform continuity of $X_{s}$ on $[0, t]$ and the continuity of $f^{\prime \prime}$ (and thus the uniform continuity of $f^{\prime \prime}$ on compact subsets of $\mathbb{R}$ ) we have
almost surely. Furthermore since
we can apply Lebesgue dominated convergence theorem, obtaining the thesis.
Theorem 4.17 can be generalize to the case of "generic" semimartingale.
Theorem 4.19. Let $X_{t}$ be a continuous semimartingale and let $f \in C^{2}(\mathbb{R}, \mathbb{R})$. Then $f\left(X_{t}\right)$ is a semimartingale and we have

$$
f\left(X_{t}\right)=f\left(X_{0}\right)+\int_{0}^{t} f^{\prime}\left(X_{s}\right) \mathrm{d} X_{s}+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) \mathrm{d}[X]_{s}
$$

Proof. As usual there is a sequence of stopping time $T_{n} \rightarrow+\infty$ such that $\left|A_{t}^{T_{n}}\right|,\left|M_{t}^{T_{n}}\right|,\left|X_{t}^{T_{n}}\right| \leqslant n$ on the set $\left\{\left|X_{0}\right| \leqslant n\right\}$ (recall that since $\left\{\left|X_{0}\right| \leqslant n\right\} \in \mathcal{F}_{0}$ the process $M_{t}^{T_{n}}$ remains a martingale on the set $\left.\left\{\left|X_{0}\right| \leqslant n\right\}\right)$. We can also replace the function $f$ with some bounded function $f_{b, n} \in C^{2}(\mathbb{R})$ which is equal to $f$ on $[-n, n]$. This permits to apply Theorem 4.17 , on $\left\{\left|X_{0}\right| \leqslant n\right\}$, obtaining

$$
\begin{aligned}
f\left(X_{t}^{T_{n}}\right) & =f_{b, n}\left(X_{t}^{T_{n}}\right)= \\
& =f_{b, n}\left(X_{0}\right)+\int_{0}^{t} f_{b, n}^{\prime}\left(X_{s}^{T_{n}}\right) \mathrm{d} X_{s}^{T_{n}}+\frac{1}{2} \int_{0}^{t} f_{b, n}^{\prime \prime}\left(X_{s}^{T_{n}}\right) \mathrm{d}\left[X^{T_{n}}\right]_{s} \\
& =f\left(X_{0}\right)+\int_{0}^{t \wedge T_{n}} f^{\prime}\left(X_{s}\right) \mathrm{d} X_{s}+\frac{1}{2} \int_{0}^{t \wedge T_{n}} f^{\prime \prime}\left(X_{s}\right) \mathrm{d}[X]_{s} .
\end{aligned}
$$

Taking the limit $n \rightarrow+\infty$, we get the thesis.

### 4.2.2 Multidimensional Ito formula

Ito formula can be generalize to the case of $n$ continuous semimartingales $\left(X^{1}, \ldots, X^{n}\right)$.
Theorem 4.20. Let $X^{1}, \ldots, X^{n}$ be $n$ semimartingales and let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a $C^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ function then

$$
f\left(\bar{X}_{t}\right)-f\left(\bar{X}_{0}\right)=\sum_{j=1}^{n} \int_{0}^{t} \frac{\partial f}{\partial x^{j}}\left(\bar{X}_{t}\right) \mathrm{d} X_{t}^{j}+\frac{1}{2} \sum_{j, i=1}^{n} \int_{0}^{t} \frac{\partial^{2} f}{\partial x^{j} \partial x^{i}}\left(\bar{X}_{t}\right) \mathrm{d}\left[X^{i}, X^{j}\right]_{t},
$$

where $\bar{X}_{t}=\left(X_{t}^{1}, \ldots, X_{t}^{n}\right) \in \mathbb{R}^{n}$. Furthermore if $f \in C^{2}\left(\mathbb{R}^{n}\right)$ is bounded and $\bar{X} \in \mathcal{M}_{c}^{4}$ then $f(\bar{X})$ is in $\mathcal{M}_{c}^{2}$.

Proof. The proof is similar to the one of Theorem 4.17 and Theorem 4.19 where Theorem 3.28 equation (3.4) is used instead of Theorem 3.19 equation (3.1).

### 4.2.3 Ito processes and Ito formula

Definition 4.21. Consider $\left(B^{1}, \ldots, B^{r}\right)$ be r independent Brownian motions, and consider $\left\{\mathcal{G}_{t}\right\}_{t \in \mathbb{R}_{+}}$ be their completed natural filtration, we say that the process $X_{t}$ is an Ito process if there is some random variable $X_{0}$ whic is $\mathcal{G}_{0}$ measurable, and there are some progressive processes $\mu_{t}(\omega), \sigma_{t}^{1}(\omega), \ldots$, $\sigma_{t}^{r}(\omega)$ such that, for any $t \geqslant 0$,

$$
\int_{0}^{t}\left|\mu_{s}\right| \mathrm{d} s, \int_{0}^{t}\left(\sigma_{s}^{1}\right)^{2} \mathrm{~d} s, \ldots, \int_{0}^{t}\left(\sigma_{s}^{r}\right)^{2} \mathrm{~d} s<+\infty
$$

almost surely, for which

$$
X_{t}=X_{0}+\int_{0}^{t} \mu_{s} \mathrm{~d} s+\int_{0}^{t} \sigma_{s}^{1} \mathrm{~d} B_{s}^{1}+\cdots+\int_{0}^{t} \sigma_{s}^{r} \mathrm{~d} B_{s}^{r}
$$

Theorem 4.22. (Ito formula for Ito processes) Consider $f \in C^{2}(\mathbb{R})$ and let $X$ be an Ito process, then $f\left(X_{t}\right)$ is also an Ito process and we have

$$
f\left(X_{t}\right)-f\left(X_{0}\right)=\sum_{k=1}^{r} \int_{0}^{t} f^{\prime}\left(X_{s}\right) \sigma_{s}^{k} \mathrm{~d} B_{s}^{k}+\int_{0}^{t}\left(\mu_{s} f^{\prime}\left(X_{s}\right)+\frac{1}{2} \sum_{k=1}^{r}\left(\sigma_{s}^{r}\right)^{2} f^{\prime \prime}\left(X_{s}\right)\right) \mathrm{d} s
$$

Proof. The proof follows form the fact that

$$
\begin{gathered}
{[X]_{t}=[X, X]_{t}=\left[\sum_{k=1}^{r} \int_{0} \sigma_{s}^{k} \mathrm{~d} B_{s}^{k}, \sum_{k^{\prime}=1}^{r} \int_{0}^{\cdot} \sigma_{s}^{k^{\prime}} \mathrm{d} B_{s}^{k^{\prime}}\right]_{t}=} \\
=\sum_{k=1}^{r} \sum_{k^{\prime}=1}^{r}\left[\int_{0} \sigma_{s}^{k} \mathrm{~d} B_{s}^{k}, \int_{0} \sigma_{s}^{k^{\prime}} \mathrm{d} B_{s}^{k^{\prime}}\right]_{t}= \\
=\sum_{k=1}^{r} \sum_{k^{\prime}=1}^{r} \int_{0}^{t} \sigma_{s}^{k} \sigma_{s}^{k^{\prime}} \mathrm{d}\left[B^{k}, B^{k^{\prime}}\right]_{s}
\end{gathered}
$$

Since

$$
\left[B^{k}, B^{k^{\prime}}\right]_{s}=\delta_{k, k^{\prime}} s
$$

(the proof is left as an exercise) the theorem is proved.
More generally if $\sigma_{t}^{k, j}: \mathbb{R}_{+} \times \Omega \rightarrow \mathbb{R}$ and $\mu^{j}: \mathbb{R}_{+} \times \Omega \rightarrow \mathbb{R}(k=1, \ldots, n$ and $j=1, \ldots, m)$ are progressive processsuch that

$$
\int_{0}^{t}\left(\sigma_{s}^{k, j}\right)^{2} \mathrm{~d} s, \int_{0}^{t}\left|\mu_{s}^{j}\right| \mathrm{d} s<+\infty
$$

almost surely for every $k=1, \ldots, n$ and $j=1, \ldots, m$ we defined $m \in \mathbb{N}$ Ito processes as

$$
X_{t}^{j}=X_{0}^{j}+\int_{0}^{t} \mu_{s}^{j} \mathrm{~d} s+\sum_{k=1}^{n} \int_{0}^{t} \sigma_{s}^{k, j} \mathrm{~d} B_{s}^{k}
$$

Then we have the following theorem.
Theorem 4.23. Let $\bar{X}_{t}=\left(X_{t}^{1}, \ldots, X_{t}^{n}\right)$ be an Ito process on $\mathbb{R}^{n}$ then for any function $f \in C^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ we have

$$
\begin{gathered}
f\left(\bar{X}_{t}\right)-f\left(\bar{X}_{0}\right)=\sum_{k=1}^{m} \int_{0}^{t}\left(\sum_{j=1}^{n} \frac{\partial f}{\partial x^{j}}\left(\bar{X}_{s}\right) \sigma_{s}^{k, j}\right) \mathrm{d} B_{s}^{k}+ \\
+\int_{0}^{t}\left(\sum_{j=1}^{n} \frac{\partial f}{\partial x^{j}}\left(\bar{X}_{s}\right) \mu_{s}^{j}+\frac{1}{2} \sum_{j, i=1}^{n} \sum_{k=1}^{m} \frac{\partial^{2} f}{\partial x^{j} \partial x^{i}}\left(\bar{X}_{s}\right) \sigma_{s}^{k, j} \sigma_{s}^{k, i}\right) \mathrm{d} s .
\end{gathered}
$$

Proof. The theorem follows from the fact that

$$
\begin{gathered}
{\left[X^{i}, X^{j}\right]_{t}=\left[\sum_{k=1}^{m} \int_{0} \sigma_{s}^{k, i} \mathrm{~d} B_{s}^{k}, \sum_{k^{\prime}=1}^{m} \int_{0} \sigma_{s}^{k^{\prime}, j} \mathrm{~d} B_{s}^{k^{\prime}}\right]_{t}=} \\
=\sum_{k=1}^{m} \sum_{k^{\prime}=1}^{m}\left[\int_{0} \sigma_{s}^{k, i} \mathrm{~d} B_{s}^{k}, \int_{0} \sigma_{s}^{k^{\prime}, j} \mathrm{~d} B_{s}^{k^{\prime}}\right]_{t}=\sum_{k=1}^{m} \sum_{k^{\prime}=1}^{m} \int_{0}^{t} \sigma_{s}^{k, i} \sigma_{s}^{k^{\prime}, j} \mathrm{~d}\left[B_{s}^{k}, B_{s}^{k^{\prime}}\right]= \\
=\sum_{k=1}^{m} \sum_{k^{\prime}=1}^{m} \int_{0}^{t} \sigma_{s}^{k, i} \sigma_{s}^{k^{\prime}, j} \delta_{k, k^{\prime}} \mathrm{d} s=\int_{0}^{t}\left(\sum_{k=1}^{m} \sigma^{k, i} \sigma_{s}^{k, j}\right) \mathrm{d} s
\end{gathered}
$$

### 4.3 Other stochastic integrations and their Ito formulas

### 4.3.1 Backward stochastic integration

Definition 4.24. Let $X_{t}$ be a semimartingale and let $Z_{t}$ be a continuous (adapted) process. We say that $Z_{t}$ is backward stochastic integrable with respect to $X_{t}$ if for any $\tau>0$ the following limit exists

$$
\int_{0}^{\tau} Z_{s} \mathrm{~d}^{-} X_{s}=\lim _{\pi \in \Pi([0, \tau]),|\pi| \rightarrow 0} \sum_{t_{k} \in \pi \backslash\{0\}} Z_{t_{k}}\left(X_{t_{k}}-X_{t_{k-1}}\right)
$$

in probability (and it does not depend on the partition $|\pi| \rightarrow 0$ ). When it exists we call $\int_{0}^{\tau} Z_{s} \mathrm{~d}^{-} X_{s}$ the backward integral of $Z$ with respect (or driven by) $X_{t}$.

Theorem 4.25. Let $Z$ and $X$ be two semimartingales, then $Z$ is backward integrable with respect to $X$ and we have

$$
\int_{0}^{\tau} Z_{s} \mathrm{~d}^{-} X_{s}=\int_{0}^{\tau} Z_{s} \mathrm{~d} X_{s}+[Z, X]_{s} .
$$

Proof. Let $Z=A+N$ and $X=B+M$ (where $A, B$ are continuous bounded variation processes and $N, M$ are local martingales) be the canonical decomposition of $Z_{t}$ and $X_{t}$, respectively, and consider a partition $\pi \in \Pi((0,+\infty))$. Then we have

$$
\sum_{t_{k} \in \pi^{t} \backslash\{0\}} Z_{t_{k}}\left(X_{t_{k}}-X_{t_{k-1}}\right)=\sum_{t_{k} \in \pi^{t} \backslash\{0\}} Z_{t_{k}}\left(B_{t_{k}}-B_{t_{k-1}}\right)+\sum_{t_{k} \in \pi^{t} \backslash\{0\}} Z_{t_{k}}\left(M_{t_{k}}-M_{t_{k-1}}\right) .
$$

Since $Z_{t}$ is continuous and $B_{t}$ is of bounded variation and continuous, we have

$$
\lim _{|\pi| \rightarrow 0} \sum_{t_{k} \in \pi^{t} \backslash\{0\}} Z_{t_{k}}\left(B_{t_{k}}-B_{t_{k-1}}\right)=\int_{0}^{t} Z_{s} \mathrm{~d} B_{s}
$$

where the last integral is in the Riemann-Stieltjes sense. We now want to compute

$$
\begin{gathered}
\sum_{t_{k} \in \pi^{t} \backslash\{0\}} Z_{t_{k}}\left(M_{t_{k}}-M_{t_{k-1}}\right)-\sum_{t_{k} \in \pi^{t} \backslash\{0\}} Z_{t_{k}}\left(M_{t_{k}}-M_{t_{k-1}}\right)= \\
=\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(Z_{t_{k}}-Z_{t_{k-1}}\right)\left(M_{t_{k}}-M_{t_{k-1}}\right)= \\
=\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(A_{t_{k}}-A_{t_{k-1}}\right)\left(M_{t_{k}}-M_{t_{k-1}}\right)+\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(N_{t_{k}}-N_{t_{k-1}}\right)\left(M_{t_{k}}-M_{t_{k-1}}\right) .
\end{gathered}
$$

We have that
almost surely. Indeed,

$$
\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(A_{t_{k}}-A_{t_{k-1}}\right)\left(M_{t_{k}}-M_{t_{k-1}}\right) \rightarrow 0
$$

$$
\begin{aligned}
& \quad\left|\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(A_{t_{k}}-A_{t_{k-1}}\right)\left(M_{t_{k}}-M_{t_{k-1}}\right)\right| \leqslant \sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left|A_{t_{k}}-A_{t_{k-1}}\right|\left|M_{t_{k}}-M_{t_{k-1}}\right| \\
& \leqslant\left(\sup _{t_{k} \in \pi \backslash\{0\}}\left|M_{t_{k}}-M_{t_{k-1}}\right|\right)\left(\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left|A_{t_{k}}-A_{t_{k-1}}\right|\right) \leqslant\left(\sup _{t_{k} \in \pi \backslash\{0\}}\left|M_{t_{k}}-M_{t_{k-1}}\right|\right) V_{t}(A .) .
\end{aligned}
$$

Since $\sup _{t_{k} \in \pi \backslash\{0\}}\left|M_{t_{k}}-M_{t_{k-1}}\right| \rightarrow 0$ almost surely as $|\pi| \rightarrow 0$, and $V_{t}(A)<+\infty$ since $A_{t}$ has bounded variation, $\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(A_{t_{k}}-A_{t_{k-1}}\right)\left(M_{t_{k}}-M_{t_{k-1}}\right) \rightarrow 0$.

Since both $M, N$ are both continuous local martingales, we have

$$
\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(N_{t_{k}}-N_{t_{k-1}}\right)\left(M_{t_{k}}-M_{t_{k-1}}\right) \rightarrow[N, M]_{t}
$$

in probability. Since, by definition of quadratic variation of continuous semimartingales, $[Z, X]_{t}=$ $[N, M]_{t}$, the theorem is proved.

Theorem 4.26. (Ito formula for backward integral) Suppose that $X_{t}$ is a continuous semimartingale and let $f \in C^{3}(\mathbb{R})$. Then

$$
f\left(X_{t}\right)-f\left(X_{0}\right)=\int_{0}^{t} f^{\prime}\left(X_{\tau}\right) \mathrm{d}^{-} X_{\tau}-\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) \mathrm{d}[X]_{s} .
$$

Proof. We first prove that the integral $\int_{0}^{t} f^{\prime}\left(X_{\tau}\right) \mathrm{d}^{-} X_{\tau}$ is well defined. By Ito formula, since $f \in C^{3}(\mathbb{R})$ and so $f^{\prime} \in C^{2}(\mathbb{R})$, we have that $f^{\prime}\left(X_{t}\right)$ is a semimartingale such that

$$
f^{\prime}\left(X_{t}\right)=f^{\prime}\left(X_{0}\right)+\int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) \mathrm{d} X_{s}+\frac{1}{2} \int_{0}^{t} f^{\prime \prime \prime}\left(X_{s}\right) \mathrm{d}\left[X_{s}\right]
$$

By Theorem 4.25, the integral $\int_{0}^{t} f^{\prime}\left(X_{\tau}\right) \mathrm{d}^{-} X_{\tau}$ is well defined and we have

$$
\begin{gathered}
\int_{0}^{t} f^{\prime}\left(X_{\tau}\right) \mathrm{d}^{-} X_{\tau}=\int_{0}^{t} f^{\prime}\left(X_{s}\right) \mathrm{d} X_{s}+\left[f^{\prime}\left(X_{.}\right), X\right]_{t}= \\
=\int_{0}^{t} f^{\prime}\left(X_{s}\right) \mathrm{d} X_{s}+\left[\int_{0} f^{\prime \prime}\left(X_{s}\right) \mathrm{d} X_{s}+\frac{1}{2} \int_{0} f^{\prime \prime \prime}\left(X_{s}\right) \mathrm{d}\left[X_{s}\right], X\right]_{t}= \\
=\int_{0}^{t} f^{\prime}\left(X_{s}\right) \mathrm{d} X_{s}+\left[\int_{0}^{.} f^{\prime \prime}\left(X_{s}\right) \mathrm{d} X_{s}, \int_{0}^{\cdot} \mathrm{d} X_{s}\right]=\int_{0}^{t} f^{\prime}\left(X_{s}\right) \mathrm{d} X_{s}+\int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) \mathrm{d}[X]_{s} .
\end{gathered}
$$

By Ito formula (for standard Ito integral) we have that
and so

$$
f\left(X_{t}\right)-f\left(X_{0}\right)=\int_{0}^{t} f^{\prime}\left(X_{\tau}\right) \mathrm{d} X_{\tau}+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) \mathrm{d}[X]_{s}
$$

$$
f\left(X_{t}\right)-f\left(X_{0}\right)=\int_{0}^{t} f^{\prime}\left(X_{\tau}\right) \mathrm{d}^{-} X_{\tau}-\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s}\right) \mathrm{d}[X]_{s}
$$

### 4.3.2 Stratonovich and midpoint integral

Definition 4.27. Let $Z_{t}$ be a continuous process and $X_{t}$ be a continuous semimartingale. We say that $Z_{t}$ is Stratonovich integrable with respect to $X_{t}$ if, for any $\tau>0$, the following limit

$$
\int_{0}^{\tau} Z_{s} \circ \mathrm{~d} X_{s}=\lim _{\pi \in \Pi([0, \tau]),|\pi| \rightarrow 0} \sum_{t_{k} \in \pi \backslash\{0\}}\left\{\frac{1}{2}\left(Z_{t_{k}}+Z_{t_{k-1}}\right)\right\}\left(X_{t_{k}}-X_{t_{k-1}}\right)
$$

exists in probability, and it does not depend on $\pi \in \Pi([0, \tau])$. When it exists, we call $\int_{0}^{\tau} Z_{s} \circ \mathrm{~d} X_{s}$ the Stratonovich integral of $Z$ with respect (or driven by) $X_{t}$.

Furthermore, we say that $Z_{t}$ is mid-point integrable with respect to $X_{t}$ if, for any $\tau>0$, the following limit

$$
\int_{0}^{\tau} Z_{s} \tilde{o} \mathrm{~d} X_{s}=\lim _{\pi \in \Pi([0, \tau]),|\pi| \rightarrow 0} \sum_{t_{k} \in \pi \backslash\{0\}} Z_{\frac{t_{k}+t_{k-1}}{2}}\left(X_{t_{k}}-X_{t_{k-1}}\right)
$$

exists in probability, and it does not depend on $\pi \in \Pi([0, \tau])$. When it exists, we call $\int_{0}^{\tau} Z_{s} \tilde{\circ} \mathrm{~d} X_{s}$ the mid-point integral of $Z$ with respect (or driven by) $X_{t}$.

It is simple to deduce, from Theorem 4.25 and Theorem 4.26, an existence and Ito formula theorem for Stratonovich integral.

Theorem 4.28. Let $Z_{t}$ and $X_{t}$ be two continuous semimartingale. Then the Stratonovich integral exists and we have

$$
\int_{0}^{t} Z_{s} \circ \mathrm{~d} X_{s}=\int_{0}^{t} Z_{s} \mathrm{~d} X_{s}-\frac{1}{2}[Z, X]_{s} .
$$

Furthermore, if $f \in C^{3}(\mathbb{R})$ then we have

$$
f\left(X_{t}\right)-f\left(X_{0}\right)=\int_{0}^{t} f^{\prime}\left(X_{s}\right) \circ \mathrm{d} X_{s}
$$

Proof. By Theorem 4.12 (or, better, a generalization of Theorem 4.12 for semimartingales) and Theorem 4.25, we have that

$$
\begin{gathered}
\lim _{\pi \in \Pi([0, \tau]),|\pi| \rightarrow 0} \sum_{t_{k} \in \pi \backslash\{0\}}\left\{\frac{1}{2}\left(Z_{t_{k}}+Z_{t_{k-1}}\right)\right\}\left(X_{t_{k}}-X_{t_{k-1}}\right)= \\
=\frac{1}{2} \lim _{\pi \in \Pi([0, \tau]),|\pi| \rightarrow 0} \sum_{t_{k} \in \pi \backslash\{0\}} Z_{t_{k}}\left(X_{t_{k}}-X_{t_{k-1}}\right)+\frac{1}{2} \lim _{\pi \in \Pi([0, \tau]),|\pi| \rightarrow 0} \sum_{t_{k} \in \pi \backslash\{0\}} Z_{t_{k-1}}\left(X_{t_{k}}-X_{t_{k-1}}\right)= \\
=\frac{1}{2} \int_{0}^{\tau} Z_{s} \mathrm{~d}^{-} X_{s}+\frac{1}{2} \int_{0}^{\tau} Z_{s} \mathrm{~d} X_{s}=\int_{0}^{\tau} Z_{s} \mathrm{~d} X_{s}+\frac{1}{2}[Z, X] .
\end{gathered}
$$

Applying the previous formula in a way similar as the one of the proof of Theorem 4.26, we get that
and so

$$
\int_{0}^{t} f^{\prime}\left(X_{\tau}\right) \circ \mathrm{d} X_{\tau}=\int_{0}^{t} f^{\prime}\left(X_{\tau}\right) \mathrm{d} X_{s}+\frac{1}{2} \int_{0}^{\tau} f^{\prime \prime}\left(X_{s}\right) \mathrm{d}[X]_{s}
$$

$$
f\left(X_{t}\right)-f\left(X_{0}\right)=\int_{0}^{t} f^{\prime}\left(X_{s}\right) \mathrm{d} X_{s}+\frac{1}{2} \int_{0}^{\tau} f^{\prime \prime}\left(X_{s}\right) \mathrm{d}[X]_{s}=\int_{0}^{t} f^{\prime}\left(X_{\tau}\right) \circ \mathrm{d} X_{\tau}
$$

Remark 4.29. It is important to note that for the Stratonovich integral the fundamental theorem of calculus holds.

Unfortunately for the existence of the mid-point integral it is not enough that the process $Z_{t}$ is a semimartingale. In what follows, we provide a stronger condition for the existence of the midpoint integral.

Theorem 4.30. Let $X_{t}$ and $Z_{t}$ be two semimartingale such that the process $[X, Z]_{t}$ is (almost surely) absolutely continuous with respect to the Lebesgue measure. Then $Z$ is mid-point integrable with respect to $X$ and we have

$$
\int_{0}^{\tau} Z_{s} \tilde{\circ} \mathrm{~d} X_{s}=\int_{0}^{\tau} Z_{s} \circ \mathrm{~d} X_{s}=\int_{0}^{\tau} Z_{s} \mathrm{~d} X_{s}+\frac{1}{2}[X, Z] .
$$

Remark 4.31. We say that a function $g: \mathbb{R}_{+} \rightarrow \mathbb{R}$ is absolutely continuous, if there is a function $g^{\prime} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ such that

$$
g(t)-g(0)=\int_{0}^{t} g^{\prime}(s) \mathrm{d} s .
$$

The function $g^{\prime}(t)$ coincides (Lebesgue)-almost everywhere with the derivative of $g$.
Remark 4.32. The request that the quadratic variation $[Z, X]_{t}$ is absolutely continuous with respect to Lebesgue is satisfied by any Ito processes. Indeed suppose that $X$ and $Z$ are Ito processes, i.e. there are some progressive processes $\mu_{1, t}(\omega), \sigma_{1, t}^{1}(\omega), \ldots, \sigma_{1, t}^{r}(\omega)$ and $\mu_{2, t}(\omega), \sigma_{2, t}^{1}(\omega), \ldots, \sigma_{2, t}^{r}(\omega)$ such that, for any $t \geqslant 0$,

$$
\int_{0}^{t}\left|\mu_{j, s}\right| \mathrm{d} s, \int_{0}^{t}\left(\sigma_{j, s}^{1}\right)^{2} \mathrm{~d} s, \ldots, \int_{0}^{t}\left(\sigma_{j, s}^{r}\right)^{2} \mathrm{~d} s<+\infty
$$

almost surely, for $j \in\{1,2\}$, for which

$$
\begin{aligned}
& X=X_{0}+\int_{0}^{t} \mu_{1, s} \mathrm{~d} s+\sum_{k=1}^{r} \int_{0}^{t} \sigma_{1, s}^{k} \mathrm{~d} B_{s}^{k} \\
& Z_{t}=Z_{0}+\int_{0}^{t} \mu_{2, s} \mathrm{~d} s+\sum_{k=1}^{r} \int_{0}^{t} \sigma_{2, s}^{k} \mathrm{~d} B_{s}^{k}
\end{aligned}
$$

Then, by the properties of Ito integral with respect to quadratic variation we have that

$$
[Z, X]_{t}=\int_{0}^{t}\left(\sum_{k=1}^{r} \sigma_{1, s}^{k} \sigma_{2, s}^{k}\right) \mathrm{d} s
$$

The function

$$
\left(\sum_{k=1}^{r} \sigma_{1, s}^{k} \sigma_{2, s}^{k}\right) \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}, \mathrm{d} s\right)
$$

almost surely since $\sigma_{j, s}^{k} \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, \mathrm{d} s\right)$ almost surely.
We now state a generalization of the continuity theorem for $L^{1}\left(\mathbb{R}_{+}, \mathrm{d} t\right)$ functions. Consider a sequence of functions $\tau_{n}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ such that there is $\pi_{n} \in \Pi((0,+\infty))$ such that $\left|\pi_{n}\right| \rightarrow 0$ and a constant $C \in \mathbb{N}$ for which

$$
\begin{equation*}
\tau_{n}(t)=\sum_{t_{k}^{n} \in \pi_{n} \backslash\{0\}} h_{k, n} \mathbb{I}_{\left[t_{k-1}^{n}, t_{k}^{n}\right)}(t) \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|h_{k, n}\right| \leqslant t_{k+C}^{n}-t_{k} . \tag{4.9}
\end{equation*}
$$

Lemma 4.33. Let $a \in L^{1}\left(\mathbb{R}_{+}, \mathrm{d} t\right)$ and consider a sequence of measurable (bounded) functions $\tau_{n}$ : $\mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$satisfying the conditions (4.8) and (4.9). Then

$$
\int_{\mathbb{R}_{+}}\left|a(t)-a\left(t+\tau_{n}(t)\right)\right| \mathrm{d} t \rightarrow 0, \quad n \rightarrow+\infty .
$$

Proof. Let $a=g$ where $g \in C^{0}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ with compact support contained in $[0, K] \subset \mathbb{R}_{+}$(for some $K>0)$. If $\sup _{n}\left(\sup _{t \in \mathbb{R}_{+}}\left|\tau_{n}(t)\right|\right)=C$ we have that

$$
\left|g(t)-g\left(t+\tau_{n}(t)\right)\right| \leqslant \mathbb{I}_{[0, K+C]}(t)\|g\|_{L^{\infty}(\mathbb{R})} .
$$

Furthermore, by the continuity of $g$, we have that

$$
\left|g(t)+g\left(t+\tau_{n}(t)\right)\right| \rightarrow 0
$$

Thus, by Lebesgue dominated convergence theorem,

$$
\int_{\mathbb{R}_{+}}\left|g(t)-g\left(t+\tau_{n}(t)\right)\right| \mathrm{d} t \rightarrow 0, \quad n \rightarrow+\infty
$$

Let $a \in L^{1}\left(\mathbb{R}_{+}, \mathrm{d} t\right)$ be a generic integrable function, then, by the density of continuous functions with compact support in $L^{1}\left(\mathbb{R}_{+}, \mathrm{d} t\right)$, for any $\varepsilon>0$ there is $g_{\varepsilon} \in C^{0}\left(\mathbb{R}_{+}\right)$with compact support such that

$$
\int_{\mathbb{R}_{+}}\left|a(t)-g_{\varepsilon}(t)\right| \mathrm{d} t<\varepsilon .
$$

Then we have

$$
\begin{gathered}
\int_{\mathbb{R}_{+}}\left|a(t)-a\left(t+\tau_{n}(t)\right)\right| \mathrm{d} t=\int|a(t)-g(t)| \mathrm{d} t+\int\left|g(t)-g\left(t+\tau_{n}(t)\right)\right| \mathrm{d} t+ \\
+\int_{\mathbb{R}_{+}}\left|g\left(t+\tau_{n}(t)\right)-a\left(t+\tau_{n}(t)\right)\right| \mathrm{d} t
\end{gathered}
$$

Since $\tau_{n}(t)$ is piecewise constant there is a partition $\pi \in \Pi((0,+\infty))$ such that

$$
\tau_{n}(t)=\sum_{t_{k} \in \pi \backslash\{0\}} h_{k} \mathbb{I}_{\left[t_{k-1}, t_{k}\right)}(t)
$$

for some $h_{k} \in \mathbb{R}_{+}$. Then we have

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}}\left|g\left(t+\tau_{n}(t)\right)-a\left(t+\tau_{n}(t)\right)\right| \mathrm{d} t=\sum_{t_{k} \in \pi_{n} \backslash\{0\}} \int_{t_{k-1}}^{t_{k}}\left|g\left(t+h_{k, n}\right)-a\left(t+h_{k, n}\right)\right| \mathrm{d} t= \\
= & \sum_{t_{k} \in \pi_{n} \backslash\{0\}} \int_{t_{k-1}+h_{k, n}}^{t_{k}+h_{k, n}}|g(t)-a(t)| \mathrm{d} t \leqslant \sum_{t_{k} \in \pi_{n} \backslash\{0\}} \sum_{\left|t_{h}-t_{k-1}\right| \leqslant h_{k, n}} \int_{t_{h-1}}^{t_{h}}|g(t)-a(t)| \mathrm{d} t .
\end{aligned}
$$

By the hypotheses on $\tau_{n}$, we have that there is $C \in \mathbb{N}$ such that $h_{k, n}<\left|t_{k+C}-t_{k}\right|$, in other words the sums $\sum_{\left|t_{h}-t_{k-1}\right| \leqslant h_{k, n}} \int_{t_{h-1}}^{t_{h}}|g(t)-a(t)| \mathrm{d} t$ contains at most $C$ different terms. This means that

$$
\int_{\mathbb{R}_{+}}\left|g\left(t+\tau_{n}(t)\right)-a\left(t+\tau_{n}(t)\right)\right| \mathrm{d} t \leqslant C \int_{\mathbb{R}_{+}}|g(t)-a(t)| \mathrm{d} t \leqslant C \varepsilon .
$$

This implies that

$$
\begin{gathered}
\limsup _{n \rightarrow+\infty}\left|\int_{\mathbb{R}_{+}}\right| a(t)-a\left(t+\tau_{n}(t)\right)|\mathrm{d} t| \leqslant \\
\leqslant \limsup _{n \rightarrow+\infty}\left|(C+1) \varepsilon+\int_{\mathbb{R}_{+}}\right| g(t)-g\left(t+\tau_{n}(t)\right)|\mathrm{d} t| \leqslant(C+1) \varepsilon
\end{gathered}
$$

Since $\varepsilon>0$ is arbitrary we proved the theorem.
Proof. If $Z=A+N$ and $X=B+M$ are the canonical decomposition of $Z$ and $X$, repeating the proof of Theorem 4.25 we have that,

$$
\begin{gathered}
\sum_{t_{k} \in \pi^{t} \backslash\{0\}} Z_{\frac{t_{k}+t_{k-1}}{2}}\left(X_{t_{k}}-X_{t_{k-1}}\right)= \\
=\sum_{t_{k} \in \pi^{t} \backslash\{0\}} Z_{\frac{t_{k}+t_{k-1}}{2}}^{2}\left(B_{t_{k}}-B_{t_{k-1}}\right)+\sum_{t_{k} \in \pi^{t} \backslash\{0\}} A_{\frac{t_{k}+t_{k-1}}{2}}\left(M_{t_{k}}-M_{t_{k-1}}\right)+ \\
+\sum_{t_{k} \in \pi^{t} \backslash\{0\}} N_{\frac{t_{k}+t_{k-1}}{2}}\left(M_{t_{k}}-M_{t_{k-1}}\right) .
\end{gathered}
$$

Since $Z_{t}$ is continuous and $B$ is bounded variation we have

We have also

$$
\lim _{|\pi| \rightarrow 0} \sum_{t_{k} \in \pi^{t} \backslash\{0\}} Z_{\frac{t_{k}+t_{k-1}}{2}}^{2}\left(B_{t_{k}}-B_{t_{k-1}}\right) \rightarrow \int_{0}^{t} Z_{s} \mathrm{~d} B_{s}
$$

$$
\begin{aligned}
& \left|\sum_{t_{k} \in \pi^{t} \backslash\{0\}} A_{\frac{t_{k}+t_{k-1}}{2}}\left(M_{t_{k}}-M_{t_{k-1}}\right)-\sum_{t_{k} \in \pi^{t} \backslash\{0\}} A_{t_{k-1}}\left(M_{t_{k}}-M_{t_{k-1}}\right)\right| \leqslant \\
& \leqslant\left\{\sup _{t_{k} \in \pi^{t} \backslash\{0\}}\left|M_{t_{k}}-M_{t_{k-1}}\right|\right\}_{t_{k} \in \pi^{t} \backslash\{0\}}\left|A_{t_{k}+t_{k-1}}^{2}-A_{t_{k-1}}\right| \\
& \leqslant\left\{\sup _{t_{k} \in \pi^{t} \backslash\{0\}}\left|M_{t_{k}}-M_{t_{k-1}}\right|\right\}_{t_{k} \in \tilde{\pi}^{t} \backslash\{0\}}\left|A_{s_{k}}-A_{s_{k-1}}\right| \leqslant\left\{\sup _{t_{k} \in \pi^{t} \backslash\{0\}}\left|M_{t_{k}}-M_{t_{k-1}}\right|\right\} V_{t}(A) \rightarrow 0
\end{aligned}
$$

almost surely, where $\tilde{\pi} \in \Pi((0,+\infty))$ is defined as $\tilde{\pi}=\pi \cup_{t_{k} \in \pi \backslash\{0\}}\left\{\frac{t_{k}+t_{k-1}}{2}\right\}$.
What remains to prove is that, for any increasing sequence $\pi_{n} \in \Pi((0,+\infty))$ such that $\left|\pi_{n}\right| \rightarrow 0$, then
First we note that $\sum_{t_{k} \in \pi^{t} \backslash\{0\}} N_{\frac{t_{k}+t_{k-1}}{2}}\left(M_{t_{k}}-M_{t_{k-1}}\right) \rightarrow \int_{0}^{t} N_{s} \mathrm{~d} M_{s}+\frac{1}{2}[N, M]_{t}$.

$$
\begin{aligned}
\sum_{t_{k} \in \pi^{t} \backslash\{0\}} & N_{t_{k}+t_{k-1}}^{2} \\
= & \left.M_{t_{k}}-M_{t_{k-1}}\right)=\sum_{t_{k} \in \pi^{t} \backslash\{0\}} N_{\frac{t_{k} \in \pi^{t} \backslash\{0\}}{}} N_{\frac{t_{k}+t_{k-1}}{2}}^{2} \\
& \left.\left(M_{t_{k}}-M_{\frac{t_{k}+t_{k+1}}{2}}^{2}\right)+\sum_{t_{k} \in \pi^{t} \backslash\{0\}} N_{t_{k-1}}\left(M_{\frac{t_{k}+t_{k+1}+t_{k+1}}{2}}^{2}-M_{t_{k-1}}\right)+\left(M_{\frac{t_{k}+t_{k+1}}{2}}-M_{t_{k-1}}\right)\right\} \\
& +\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(N_{\frac{t_{k}+t_{k-1}}{2}}^{2}-N_{t_{k-1}}\right)\left(M_{\frac{t_{k}+t_{k+1}}{2}}^{2}-M_{t_{k-1}}\right)= \\
= & \sum_{s_{k} \in \tilde{\pi}^{t} \backslash\{0\}} N_{s_{k-1}}\left(M_{s_{k}}-M_{s_{k-1}}\right)+\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(N_{\frac{t_{k}+t_{k-1}}{2}}^{2}-N_{t_{k-1}}\right)\left(M_{\frac{t_{k}+t_{k+1}}{2}}^{2}-M_{t_{k-1}}\right)
\end{aligned}
$$

where $\tilde{\pi}^{t}=\left(\pi^{t} \cup_{t_{k} \in \pi^{t} \backslash\{0\}}\left\{\frac{t_{k}+t_{k-1}}{2}\right\}\right) \cap[0, t]$. The sequence

$$
\sum_{s_{k} \in \tilde{\pi}^{t} \backslash\{0\}} N_{s_{k-1}}\left(M_{s_{k}}-M_{s_{k-1}}\right) \rightarrow \int_{0}^{t} N_{s} \mathrm{~d} M_{s}
$$

in probability. The only thing that we have to prove is that

$$
\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(N_{\frac{t_{k}+t_{k-1}}{2}}^{2}-N_{t_{k-1}}\right)\left(M_{\frac{t_{k}+t_{k+1}}{2}}-M_{t_{k-1}}\right) \rightarrow \frac{1}{2}[N, M]_{t}
$$

in probability. We prove this convergence in the case where $N, M \in \mathcal{M}_{c}^{4}$, since the general case can be reduced to this one by localization. First we prove that

$$
\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(N_{\frac{t_{k}+t_{k-1}}{2}}-N_{t_{k-1}}\right)\left(M_{\frac{t_{k}+t_{k+1}}{2}}^{2}-M_{t_{k-1}}\right)-\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left([N, M]_{\frac{t_{k}+t_{k-1}}{2}}-[N, M]_{t_{k-1}}\right)
$$

converges to 0 in $L^{2}(\Omega)$. Indeed, repeating the proof of Lemma 4.18 we get

$$
\begin{aligned}
& \mathbb{E}\left[\left(\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(N_{\frac{t_{k}+t_{k-1}}{2}}-N_{t_{k-1}}\right)\left(M_{\frac{t_{k}+t_{k+1}}{2}}-M_{t_{k-1}}\right)-\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left([N, M]_{\frac{t_{k}+t_{k-1}}{2}}-[N, M]_{t_{k-1}}\right)\right)^{2}\right] \\
& \leqslant 3\left(\left[\sup _{s \in[0, t]}\left(\left|M_{s}\right|+\left|N_{s}\right|\right)^{4}\right]^{1 / 2}+\mathbb{E}\left[[M]_{t}^{2}+[N]_{t}^{2}\right]^{1 / 2}\right) \times \\
& \times\left(\mathbb { E } \left[\sup _{t_{i} \in \tilde{\pi}^{t} \backslash\{0\}}\left(\left(M_{t_{i}}-M_{t_{i-1}}\right)^{4}+\left(N_{t_{i-1}}-N_{t_{i}}\right)\right]^{1 / 2}+\right.\right. \\
&\left.\mathbb{E}\left[\sup _{t_{i} \in \tilde{\pi}^{t} \backslash\{0\}}\left([M]_{t_{i}}-[M]_{t_{i-1}}+[N]_{t_{i}}-[N]_{t_{i-1}}\right)^{2}\right]^{1 / 2}\right)
\end{aligned}
$$

which goes to 0 when $|\pi| \rightarrow 0$. What remains to prove is that

$$
\frac{1}{2}[N, M]_{t}-\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left([N, M]_{\frac{t_{k}+t_{k-1}}{2}}-[N, M]_{t_{k-1}}\right) \rightarrow 0
$$

Since $[N, M]_{t}$ is absolutely continuous with respect to Lebesgue, there is $a_{t}(\omega) \in L_{\text {loc }}^{1}\left(\mathbb{R}_{+}, \mathrm{d} t\right)$ such that $[N, M]_{t}=\int_{0}^{t} a_{s} \mathrm{~d} s$. Thus we have

$$
\begin{aligned}
& \quad \frac{1}{2}[N, M]_{t}-\sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left([N, M]_{\frac{t_{k}+t_{k-1}}{2}}^{2}-[N, M]_{t_{k-1}}\right)= \\
& =\frac{1}{2} \sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left([N, M]_{t_{k}}-2[N, M]_{\frac{t_{k}+t_{k-1}}{2}}^{2}+[N, M]_{t_{k-1}}\right)= \\
& =\frac{1}{2} \sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(\int_{\frac{t_{k}+t_{k-1}}{2}}^{t_{k}} a_{s} \mathrm{~d} s-\int_{t_{k-1}}^{\frac{t_{k}+t_{k-1}}{2}} a_{s} \mathrm{~d} s\right)= \\
& = \\
& \frac{1}{2} \sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(\int_{t_{k-1}}^{\frac{t_{k}+t_{k-1}}{2}} a_{s+\frac{t_{k}-t_{k-1}}{2}} \mathrm{~d} s-\int_{t_{k-1}}^{\frac{t_{k}+t_{k-1}}{2}} a_{s} \mathrm{~d} s\right)= \\
& \quad=\frac{1}{2} \sum_{t_{k} \in \pi^{t} \backslash\{0\}}\left(\int_{t_{k-1}}^{\frac{t_{k}+t_{k-1}}{2}}\left(a_{s+\frac{t_{k}-t_{k-1}}{2}}^{2}-a_{s}\right) \mathrm{d} s\right) .
\end{aligned}
$$

In other words we have

$$
\begin{gathered}
\left|\frac{1}{2}[N, M]_{t}-\sum_{t_{k} \in \pi_{n}^{t} \backslash\{0\}}\left([N, M]_{\frac{t_{k}+t_{k-1}}{2}}-[N, M]_{t_{k-1}}\right)\right| \leqslant \\
\leqslant \frac{1}{2} \int_{\mathbb{R}_{+}}\left|\mathbb{I}_{[0, t]}\left(s+\tau_{n}(s)\right) a_{t+\tau_{n}(t)}-\mathbb{I}_{[0, t]}(s) a_{s}\right| \mathrm{d} s .
\end{gathered}
$$

where the functions $\tau_{n}(t)$ are defined as

$$
\tau_{n}(t)=\sum_{t_{k} \in \tilde{\pi}, k} \frac{t_{k+2}-t_{k}}{2} \mathbb{I}_{\left[t_{k}, t_{k+1}\right)}(t)
$$

Obviously $\tau_{n}$ satisfies the conditions (4.8) and (4.9), and thus, by Lemma 4.33 we have

$$
\frac{1}{2} \int_{\mathbb{R}_{+}}\left|\mathbb{I}_{[0, t]}\left(s+\tau_{n}(s)\right) a_{t+\tau_{n}(t)}-\mathbb{I}_{[0, t]}(s) a_{s}\right| \mathrm{d} s . \rightarrow 0
$$

as $n \rightarrow+\infty$, since $\mathbb{I}_{[0, t]}(s) a_{s} \in L^{1}\left(\mathbb{R}_{+}, \mathrm{d} t\right)$. This concludes the proof of the theorem.

## Chapter 5

## Consequences of Ito formula and Girsanov theorem

### 5.1 Applications of Ito formula to Brownian motion

### 5.1.1 Martingale representation theorem

Consider a Brownian motion $B_{t}$ and let $\mathcal{F}_{t}^{B}$ be its natural (in general not completed) filtration. We want to prove that any $L^{2}(\Omega)$ (cadlag) martingale $M_{t}$ with respect to the filtration $\mathcal{F}_{t}^{B}$ is an Ito process.

We start with the following proposition.
Proposition 5.1. Let $K \in L^{2}\left(\mathcal{F}_{t}^{B}\right)$, then there is a progressive function $h(s) \in L^{2}(\Omega \times[0, t], \mathrm{d} \mathbb{P} d t)$ (which is unique up to set of measures 0 with respect the measure $\mathrm{d} \mathbb{P} \mathrm{d}$ ) such that

$$
\begin{equation*}
K=\mathbb{E}[K]+\int_{0}^{t} h(s) \mathrm{d} B_{s} . \tag{5.1}
\end{equation*}
$$

First we prove the following lemma.
Lemma 5.2. Consider the family of functions

$$
\mathcal{J}_{t}=\operatorname{span}\left\{e^{i \lambda_{1}\left(B_{t_{2}}-B_{t_{1}}\right)+\cdots+i \lambda_{n-1}\left(B_{t_{n}}-B_{t_{n-1}}\right)} \mid \lambda_{1}, \ldots, \lambda_{n} \in \mathbb{R}, t_{1} \leqslant \cdots \leqslant t_{n} \leqslant t\right\} \subset L^{2}\left(\mathcal{G}_{t}\right)
$$

Then $\mathcal{J}_{t}$ is dense in $L^{2}\left(\mathcal{F}_{t}^{B}\right)$.
Proof. Since $L^{2}\left(\mathcal{F}_{t}^{B}\right)$ is an Hilbert space it is enough to prove that $\mathcal{J}_{t}^{\perp}=\{0\}$, namely that if $K \in L^{2}\left(\mathcal{F}_{t}^{B}\right)$ such that

$$
\begin{equation*}
\mathbb{E}\left[K e^{i \lambda_{1}\left(B_{t_{2}}-B_{t_{1}}\right)+\cdots+i \lambda_{n-1}\left(B_{t_{n}}-B_{t_{n-1}}\right)}\right]=0 \tag{5.2}
\end{equation*}
$$

for any $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{R}, t_{1} \leqslant \cdots \leqslant t_{n} \leqslant t$ then $K=0$ almost surely.
Consider the (bounded) measure $\mu: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ defined as if $F \in \mathcal{B}\left(\mathbb{R}^{n-1}\right)$ we have

$$
\mu(F)=\mathbb{E}\left[K \mathbb{I}_{\left\{\left(B_{t_{2}}-B_{t_{1}}, \ldots, B_{t_{2}}-B_{t_{1}}\right) \in F\right\}}(\omega)\right] .
$$

The measure $\mu$ is bounded, indeed $|\mu(F)| \leqslant \mathbb{E}[|K|]<+\infty$, and the function

$$
\begin{gathered}
\hat{\mu}\left(\lambda_{1}, \ldots, \lambda_{n-1}\right)= \\
=\mathbb{E}\left[K e^{i \lambda_{1}\left(B_{t_{2}}-B_{t_{1}}\right)+\cdots+i \lambda_{n-1}\left(B_{t_{n}}-B_{t_{n}-1}\right)}\right]=\int_{\mathbb{R}^{n-1}} e^{i \lambda_{1} x_{1}+\cdots+\lambda_{n-1} x_{n}} \mu\left(\mathrm{~d} x_{1}, \ldots, \mathrm{~d} x_{n}\right)
\end{gathered}
$$

is its characteristic function (or equivalently its Fourier transform). Condition (5.2) implies that $\hat{\mu}\left(\lambda_{1}, \ldots, \lambda_{n-1}\right)=0$. Since the characteristic function of bounded measure on $\mathbb{R}^{n}$ characterizes completely the measure, this implies that $\mu(F)=0$ for any $F \in \mathcal{B}\left(\mathbb{R}^{n-1}\right)$. Since $n \in \mathbb{N}$ and $F \in$ $\mathcal{B}\left(\mathbb{R}^{n-1}\right)$ are generic, and the sets of the form

$$
\left\{\left(B_{t_{2}}-B_{t_{1}}, \ldots, B_{t_{2}}-B_{t_{1}}\right) \in F\right\} \in \mathcal{F}_{t}^{B}
$$

generates the $\sigma$-algebra $\mathcal{F}_{t}^{B}$ (since by definition $\mathcal{F}_{t}^{B}=\sigma\left(B_{s} \mid s \leqslant t\right)$ ), this means that

$$
\mathbb{E}\left[K \mid \mathcal{F}_{t}^{B}\right]=0
$$

almost surely. Since $K$ is $\mathcal{F}_{t}^{B}$-measurable we have that $K=\mathbb{E}\left[K \mid \mathcal{F}_{t}^{B}\right]=0$ almost surely and then the thesis.

Lemma 5.3. Suppose that $K \in \mathcal{J}_{t}$, then the thesis of Proposition 5.1 holds.
Proof. Let $t_{1} \leqslant t_{2} \leqslant \cdots \leqslant t_{n} \leqslant t$ and consider the martingales
and the bounded variation processes

$$
B_{t}^{j}=\int_{t_{j} \wedge t}^{t_{j+1} \wedge t} \mathrm{~d} B_{s}
$$

$$
T^{j}(t)=\int_{t_{j}}^{t_{j+1} \wedge t} \mathrm{~d} s
$$

for $j=1, \ldots, n-1$. Consider the (complex) processes

$$
F_{\lambda_{1}, \ldots, \lambda_{n-1}}\left(T^{1}(s), \ldots, T^{n}(s), B_{s}^{1}, \ldots, B_{s}^{n}\right)=\exp \left(\sum_{r=1}^{n-1}\left(i \lambda_{r} B_{s}^{r}+\frac{1}{2} \lambda_{r}^{2} T^{r}(s)\right)\right)
$$

Applying Ito formula to the function $F$ (or better to the real and imaginary part of the function $F$ ), we get

$$
\begin{array}{r}
F_{\lambda_{1}, \ldots, \lambda_{n-1}}\left(T^{1}(t), \ldots, T^{n}(t), B_{t}^{1}, \ldots, B_{t}^{n}\right)-1= \\
=\int_{0}^{t} \sum_{r=1}^{n} \partial_{y^{r}} F_{\lambda_{1}, \ldots, \lambda_{n-1}}\left(T^{1}(t), \ldots, T^{n}(t), B_{t}^{1}, \ldots, B_{t}^{n}\right) \mathrm{d} t+ \\
+\int_{0}^{t} \sum_{r=1}^{n} \partial_{y^{r+n}} F_{\lambda_{1}, \ldots, \lambda_{n-1}}\left(T^{1}(t), \ldots, T^{n}(t), B_{t}^{1}, \ldots, B_{t}^{n}\right) \mathrm{d} B_{s}^{r}+ \\
+\frac{1}{2} \int_{0}^{t} \sum_{r, r^{\prime}=1}^{n} \partial_{y^{r+n}, y^{r^{\prime}+n}} F_{\lambda_{1}, \ldots, \lambda_{n-1}}\left(T^{1}(t), \ldots, T^{n}(t), B_{t}^{1}, \ldots, B_{t}^{n}\right) \mathrm{d}\left[B^{r}, B^{r^{\prime}}\right]_{s} \tag{5.3}
\end{array}
$$

By noting that

$$
B_{s}^{j}=\int_{0}^{s} \mathbb{I}_{\left[t_{j}, t_{j+1}\right]}(\tau) \mathrm{d} B_{\tau}
$$

and so

$$
\left[B^{j}, B^{j^{\prime}}\right]_{s}=\int_{0}^{s} \mathbb{I}_{\left[t_{j}, t_{j+1}\right]}(\tau) \mathbb{I}_{\left[t_{\left.j^{\prime}, t_{j^{\prime}+1}\right]}\right]}(\tau) \mathrm{d} \tau=\delta_{j, j^{\prime}} \int_{0}^{s} \mathbb{I}_{\left[t_{j}, t_{j+1}\right]} \mathrm{d}(\tau)=\delta_{j, j^{\prime}} T^{j}(s)
$$

and finally that

$$
\begin{aligned}
\partial_{y^{r}} F_{\lambda_{1}, \ldots, \lambda_{n-1}} & =\frac{\lambda_{r}^{2}}{2} \\
\partial_{y^{r+n}, y^{r^{\prime}+n}} F_{\lambda_{1}, \ldots, \lambda_{n-1}} & =-\delta_{r, r^{\prime}} \lambda_{r}^{2},
\end{aligned}
$$

we obtain that the first and last term in the sum (5.3) cancel out, and so

$$
\begin{gathered}
F_{\lambda_{1}, \ldots, \lambda_{n-1}}\left(T^{1}(t), \ldots, T^{n}(t), B_{t}^{1}, \ldots, B_{t}^{n}\right)-1= \\
=\int_{0}^{t} \sum_{r=1}^{n} \partial_{y^{r+n}} F_{\lambda_{1}, \ldots, \lambda_{n-1}}\left(T^{1}(s), \ldots, T^{n}(s), B_{s}^{1}, \ldots, B_{s}^{n}\right) \mathrm{d} B_{s}^{r}= \\
=\int_{0}^{t}\left(\sum_{r=1}^{n} \partial_{y^{r+n}} F_{\lambda_{1}, \ldots, \lambda_{n-1}}\left(T^{1}(s), \ldots, T^{n}(s), B_{s}^{1}, \ldots, B_{s}^{n}\right) \mathbb{I}_{\left[t_{r}, t_{r+1}\right]}(s)\right) \mathrm{d} B_{s}= \\
=\int_{0}^{t} h(s) \mathrm{d} B_{s}
\end{gathered}
$$

for the (bounded and continuous) process

$$
h(s)=\sum_{r=1}^{n} \partial_{y^{r+n}} F_{\lambda_{1}, \ldots, \lambda_{n-1}}\left(T^{1}(t), \ldots, T^{n}(t), B_{t}^{1}, \ldots, B_{t}^{n}\right) \mathbb{I}_{\left[t_{r}, t_{r+1}\right]}(s) .
$$

Since

$$
\begin{gathered}
F_{\lambda_{1}, \ldots, \lambda_{n-1}}\left(T^{1}(t), \ldots, T^{n}(t), B_{t}^{1}, \ldots, B_{t}^{n}\right)= \\
=\exp \left(i \lambda_{1}\left(B_{t_{2}}-B_{t_{1}}\right)+\cdots+i \lambda_{n-1}\left(B_{t_{n}}-B_{t_{n-1}}\right)\right) C(t)
\end{gathered}
$$

where $C(t)>0$ is a suitable constant, the lemma is proved.
Proof. First we prove uniqueness of the representation (5.1). Suppose that there are $h, h^{\prime} \in$ $L_{[0, t]}^{2}(B)$ such that

$$
K=\mathbb{E}[K]+\int_{0}^{t} h(s) \mathrm{d} B_{s}=\mathbb{E}[K]+\int_{0}^{t} h^{\prime}(s) \mathrm{d} B_{s}
$$

then we have that

$$
\begin{aligned}
& 0=\mathbb{E}\left[(K-\mathbb{E}[K]-K+\mathbb{E}[K])^{2}\right]=\mathbb{E}\left[\left(\int_{0}^{t}\left(h(s)-h^{\prime}(s)\right) \mathrm{d} B_{s}\right)^{2}\right]= \\
&= \mathbb{E}\left[\int_{0}^{t}\left(h(s)-h^{\prime}(s)\right)^{2} \mathrm{~d} s\right]
\end{aligned}
$$

and so $h=h^{\prime}$ up to a set of measure zero with respect to $\mathrm{d} \mathbb{P} \mathrm{d} t$.
We want to prove the existence. Let $\mathcal{L} \subset L^{2}\left(\mathcal{F}_{t}^{B}\right)$ be the following space

$$
\mathcal{L}=\left\{k+\int_{0}^{t} h(s) \mathrm{d} B_{s}, k \in \mathbb{R}, h \in L_{[0, t]}^{2}(B)\right\} .
$$

We want to prove that $\mathcal{L}$ is a closed subspace of $L^{2}\left(\mathcal{F}_{t}^{B}\right)$. Indeed let $P_{n} \in \mathcal{L}$ be a Cauchy sequence in $L^{2}\left(\mathcal{F}_{t}^{B}\right)$, this means that there are some $k_{n} \in \mathbb{R}$ and $h_{n}(s) \in L_{[0, t]}^{2}(B)$ such that

$$
P^{n}=k_{n}+\int_{0}^{t} h_{n}(s) \mathrm{d} B_{s} .
$$

We have that

$$
\begin{gathered}
\mathbb{E}\left[\left(P_{n}-P_{m}\right)^{2}\right]=\mathbb{E}\left[\left(k_{n}-k_{m}+\int_{0}^{t}\left(h_{n}(s)-h_{m}(s)\right) \mathrm{d} B_{s}\right)^{2}\right]= \\
=\left(k_{n}-k_{m}\right)^{2}+2\left(k_{n}-k_{m}\right) \mathbb{E}\left[\int_{0}^{t}\left(h_{n}(s)-h_{m}(s)\right) \mathrm{d} B_{s}\right]+\mathbb{E}\left[\left(\int_{0}^{t}\left(h_{n}(s)-h_{m}(s)\right) \mathrm{d} B_{s}\right)^{2}\right]= \\
=\left(k_{n}-k_{m}\right)^{2}+\mathbb{E}\left[\int_{0}^{t}\left(h_{n}(t)-h_{m}(t)\right) \mathrm{d} t\right] .
\end{gathered}
$$

Since $P_{n}$ is a Cauchy sequence in $L^{2}\left(\mathcal{F}_{t}^{B}\right)$, then also $k_{n}$ is a Cauchy sequence in $\mathbb{R}$ and $h_{n}$ is a Cauchy sequence in $L_{[0, t]}^{2}(B)$, i.e. there is $k \in \mathbb{R}$ and a $h \in L_{[0, t]}^{2}(\mathbb{R})$ such that $k_{n} \rightarrow k$ in $\mathbb{R}$ and $h_{n} \rightarrow h$ in $L_{[0, t]}^{2}(B)$. If we write $P=k+\int_{0}^{t} h(s) \mathrm{d} B_{s}$, the previous observations imply that $P_{n} \rightarrow P$ in $L^{2}\left(\mathcal{G}_{t}\right)$. On the other hand, $P \in \mathcal{L}$ and, since $P_{n}$ is a generic Cauchy sequence in $\mathcal{L}$, it follows that $\mathcal{L}$ is closed.

Furthermore, by Lemma 5.3, $\mathcal{J}_{t} \subset \mathcal{L}$, and thus, $\overline{\mathcal{J}_{t}} \subset \overline{\mathcal{L}}=\overline{\mathcal{L}}$. Finally, by Lemma 5.2, $\overline{\mathcal{J}}_{t}=L^{2}\left(\mathcal{F}_{t}^{B}\right)$ and so $\mathcal{L}=L^{2}\left(\mathcal{F}_{t}^{B}\right)$.

Theorem 5.4. Let $M_{t}$ be a $L^{2}(\Omega)$ martingale with respect to the filtration $\mathcal{F}_{t}^{B}$. Then there is a process $h \in L^{2}(B)$ and $M_{0} \in \mathbb{R}$ such that

$$
M_{t}=M_{0}+\int_{0}^{t} h(s) \mathrm{d} B_{s}
$$

(where we identify indistinguishable processes).

Proof. We can consider the sequence of martingales

$$
M_{t}^{n}=M_{t \wedge n}-M_{t \wedge(n-1)} .
$$

We have that $M_{n}^{n} \in L^{2}\left(\mathcal{G}_{n}\right)$ and $M_{t}-M_{0}=\sum_{n=1}^{+\infty} M_{t}^{n}$ (the previous sums is always convergent since for any $t>0$ only a finite number of its elements are nonzero). This means that, by Proposition 5.1, there is a sequence $h_{n} \in L_{[0, n]}^{2}(B)$ such that

$$
M_{n}^{n}=\int_{0}^{n} h_{n}(s) \mathrm{d} B_{s}
$$

Since $M_{t}^{n}$ is a martingale we have that, for any $0 \leqslant t \leqslant n$

$$
M_{t}^{n}=\mathbb{E}\left[M_{n}^{n} \mid \mathcal{G}_{t}\right]=\mathbb{E}\left[\int_{0}^{n} h_{n}(s) \mathrm{d} B_{s} \mid \mathcal{F}_{t}^{B}\right]=\int_{0}^{t} h_{n}(s) \mathrm{d} B_{s}
$$

almost surely. Furthermore, since $M_{t}^{n}=M_{n}^{n}$ for $t \geqslant n$, if we extend $h_{n}(s)=0$ when $s>n$, we have that

$$
M_{t}^{n}=\int_{0}^{n} h_{n}(s) \mathrm{d} B_{s}=\int_{0}^{t} h_{n}(s) \mathrm{d} B_{s} .
$$

Finally, since $M_{t}^{n}=0$ for $t \leqslant n-1$, by the uniqueness part of Proposition 5.1, we have that

$$
h_{n}(t)=0
$$

for $t<n-1$ and $\mathrm{dP} \mathrm{d} t$ almost everywhere. So, if we write

$$
h(t)=\sum_{n=1}^{+\infty} h_{n}(t)
$$

we have that $h \in L^{2}(M)$ (since, for any finite $t>0$, only a finite number of terms, in the previous sum, are nonzero) and also

$$
M_{t}-M_{0}=\sum_{n=1}^{+\infty} M_{t}^{n}=\sum_{n=1}^{+\infty} \int_{0}^{t} h_{n}(s) \mathrm{d} B_{s}=\int_{0}^{t} \sum_{n=1}^{+\infty} h_{n}(s) \mathrm{d} B_{s}=\int_{0}^{t} h(s) \mathrm{d} B_{s} .
$$

Since $M_{t}$ is adapted, $M_{0}$ must be $\mathcal{F}_{0}^{B}$ measurable, and so $M_{0}$ is a constant almost surely. In conclusion, for any $t>0$ we have $M_{t}=M_{0}+\int_{0}^{t} h(s) \mathrm{d} B_{s}$ almost surely. This means that the process $M_{0}+\int_{0}^{t} h(s) \mathrm{d} B_{s}$ is a modification of $M_{t}$. Since $M_{0}+\int_{0}^{t} h(s) \mathrm{d} B_{s}$ is continuous the theorem is proved.

Corollary 5.5. If $M_{t}$ is a $L^{2}(\Omega)$ martingale with respect to the filtration $\mathcal{F}_{t}^{B}$, then it admits a continuous modification.

Proof. By the previous theorem, $M_{t}$ is indistinguishable from $M_{0}+\int_{0}^{t} h(s) \mathrm{d} B_{s}$ which is a continuous martingale since is the Ito integral with respect to a continuous martingale.

Corollary 5.6. Let $M_{t}$ be a continuous local martingale with respect to $\mathcal{F}_{t}^{B}$ then there is $h(s) \in$ $L_{\text {loc }}^{2}\left(\mathbb{R}_{+}, \mathrm{d} t\right)$ such that

$$
M_{t}=M_{0}+\int_{0}^{t} h(s) \mathrm{d} B_{s}
$$

Proof. By localization, we can reduce to the case where $M^{T_{n}} \in L^{2}(\Omega)$, then we apply Theorem 5.4, and then we take $T_{n} \rightarrow+\infty$.

Corollary 5.7. Let $M_{t}$ be a continuous local martingale with respect to $\mathcal{F}_{t}^{B}$ then it is an Ito process.
Remark 5.8. It is possible to extend all the previous result replacing $\mathcal{F}_{t}^{B}$ with $\mathcal{G}_{t}^{B}$ (i.e. the completed natural filtration of the Brownian motion $B$ ).

Remark 5.9. It is possible to prove (see, e.g., Chapter 5 Section 4 of [10]) a generalization of Corollary 5.6 and Corollary 5.7 in the following sense: suppose that $M_{t}$ is a local martingale (without supposing the continuity) with respect to the natural filtration $\mathcal{F}_{t}^{B}$ (or the completed natural filtration $\mathcal{G}_{t}^{B}$ ) of a Brownian motion $B_{t}$, then there is a progressive process $h \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, \mathrm{d} t\right)$ such that

$$
M_{t}=M_{0}+\int_{0}^{t} h(s) \mathrm{d} B_{s} .
$$

This means that any local martingale, with respect to the natural filtration $\mathcal{F}_{t}^{B}$ (or the completed natural filtration $\mathcal{G}_{t}^{B}$ ) of a Brownian motion, admits a continuous version.

Remark 5.10. It is possible to generalize Proposition 5.1 and Theorem 5.4 to the case where $\mathcal{F}_{t}^{\bar{B}}$ is natural filtration of a set $\bar{B}=\left(B_{t}^{1}, \ldots, B_{t}^{n}\right)$ of $n$ independent Brownian motions. In this case, the thesis of Proposition 5.1 becomes: there are some processes $h^{1}(s), \ldots, h^{n}(s) \in L_{[0, t]}^{2}\left(B^{1}, \ldots, B^{n}\right)$ such that

$$
K=\mathbb{E}[K]+\sum_{r=1}^{n} \int_{0}^{t} h^{r}(s) \mathrm{d} B_{s}^{r}
$$

The martingale representation theorem takes a similar form.

### 5.1.2 Lévy characterization of Brownian motion

In this section, we want to prove a charaterization of $n$-dimensional Brownian motion which will be very useful in the following.

Theorem 5.11. Let $\left(M^{1}, \ldots, M^{n}\right)$ be $n$ local martingales such that $\left(M_{0}^{1}, \ldots, M_{0}^{n}\right)=0$ and

$$
\left[M^{i}, M^{j}\right]_{t}=t .
$$

Then $\left(M^{1}, \ldots, M^{n}\right)$ are $n$ independent Brownian motions.

Proof. Let $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{R}$ and define the functions

$$
F_{\lambda_{1}, \ldots, \lambda_{n}}\left(M_{t}^{1}, \ldots, M_{t}^{n}, t\right)=\exp \left(i \sum_{k=1}^{n}\left(i \lambda_{k} M_{t}^{k}+\frac{1}{2} \lambda_{k}^{2} t\right)\right) .
$$

We have that, for any $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{R}, F_{\lambda_{1}, \ldots, \lambda_{n}}\left(M_{t}^{1}, \ldots, M_{t}^{n}, t\right)$ is a local martingale. Indeed, applying Ito formula, we have

$$
\begin{gathered}
F_{\lambda_{1}, \ldots, \lambda_{n}}\left(M_{t}^{1}, \ldots, M_{t}^{n}, t\right)-1= \\
=\int_{0}^{t} \sum_{r=1}^{n} \partial_{y^{r}}\left(F_{\lambda_{1}, \ldots, \lambda_{n}}\right)\left(M_{s}^{1}, \ldots, M_{s}^{n}, s\right) \mathrm{d} M_{s}^{r}+\int_{0}^{t} \partial_{t} F_{\lambda_{1}, \ldots, \lambda_{n}}\left(M_{s}^{1}, \ldots, M_{s}^{n}, s\right) \mathrm{d} s+ \\
+\frac{1}{2} \int_{0}^{t} \sum_{r, r^{\prime}=1}^{n} \partial_{y^{r} y^{r^{\prime}}}\left(F_{\lambda_{1}, \ldots, \lambda_{n}}\right)\left(M_{s}^{1}, \ldots, M_{s}^{n}, s\right) \mathrm{d}\left[M^{r}, M^{r^{\prime}}\right]_{s}= \\
=\int_{0}^{t} \sum_{r=1}^{n} \partial_{y^{r}}\left(F_{\lambda_{1}, \ldots, \lambda_{n}}\right)\left(M_{s}^{1}, \ldots, M_{s}^{n}, s\right) \mathrm{d} M_{s}^{r}+ \\
+\int_{0}^{t}\left(\frac{1}{2} \sum_{r=1}^{n} \partial_{y^{r} y^{r}}\left(F_{\lambda_{1}, \ldots, \lambda_{n}}\right)\left(M_{s}^{1}, \ldots, M_{s}^{n}, s\right)+\partial_{t} F_{\lambda_{1}, \ldots, \lambda_{n}}\left(M_{s}^{1}, \ldots, M_{s}^{n}, s\right)\right) \mathrm{d} s .
\end{gathered}
$$

We have that

$$
\partial_{y^{r} y^{r}}\left(F_{\lambda_{1}, \ldots, \lambda_{n}}\right)=-\lambda_{r}^{2} F_{\lambda_{1}, \ldots, \lambda_{n}}
$$

and

$$
\partial_{t} F_{\lambda_{1}, \ldots, \lambda_{n}}=\frac{1}{2} \sum_{r=1}^{n} \lambda_{r}^{2}
$$

and thus

$$
\frac{1}{2} \sum_{r=1}^{n} \partial_{y^{r} y^{r}}\left(F_{\lambda_{1}, \ldots, \lambda_{n}}\right)\left(M_{s}^{1}, \ldots, M_{s}^{n}, s\right)+\partial_{t} F_{\lambda_{1}, \ldots, \lambda_{n}}\left(M_{s}^{1}, \ldots, M_{s}^{n}, s\right)=0
$$

Thus, we have that

$$
F_{\lambda_{1}, \ldots, \lambda_{n}}\left(M_{t}^{1}, \ldots, M_{t}^{n}, t\right)-1=\int_{0}^{t} \sum_{r=1}^{n} \partial_{y^{r}}\left(F_{\lambda_{1}, \ldots, \lambda_{n}}\right)\left(M_{s}^{1}, \ldots, M_{s}^{n}, s\right) \mathrm{d} M_{s}^{r}
$$

is a local martingale. Furthermore, since $F_{\lambda_{1}, \ldots, \lambda_{n}}\left(M_{t}^{1}, \ldots, M_{t}^{n}, t\right)$ is bounded, it is a real martingale.

We prove that for any $t_{1} \leqslant \cdots \leqslant t_{\ell}\left(M_{t_{2}}^{1}-M_{t_{1}}^{1}, \ldots, M_{t_{2}}^{n}-M_{t_{1}}^{n}\right), \ldots,\left(M_{t_{\ell}}^{1}-M_{t_{\ell-1}}^{1}, \ldots, M_{t_{\ell}}^{n}-M_{t_{\ell-1}}^{n}\right)$
are independent. Let $A \in \mathcal{F}_{t_{\ell-1}}$ then

$$
\begin{gathered}
\exp \left(\frac{1}{2} \sum_{r=1}^{\ell} \lambda_{r}^{2}\left(t_{\ell}-t_{\ell-1}\right)\right) \mathbb{E}\left[\mathbb{I}_{A} \exp \left(i \sum \lambda_{r}\left(M_{t_{\ell}}^{r}-M_{t_{\ell-1}}^{r}\right)\right)\right] \\
\mathbb{E}\left[\mathbb{I}_{A} \frac{F_{\lambda_{1}, \ldots \lambda_{n}}\left(M_{t_{\ell}}^{1}, \ldots, M_{t_{\ell}}^{n}, t_{\ell}\right)}{F_{\lambda_{1}, \ldots \lambda_{n}}\left(M_{t_{\ell}}^{1}, \ldots, M_{t_{\ell}}^{n}, t_{\ell}\right)}\right]= \\
=\mathbb{E}\left[\frac{\mathbb{I}_{A}}{F_{\lambda_{1}, \ldots \lambda_{n}}\left(M_{t_{\ell}}^{1}, \ldots, M_{t_{\ell}}^{n}, t_{\ell}\right)} \mathbb{E}\left[F_{\lambda_{1}, \ldots \lambda_{n}}\left(M_{t_{\ell}}^{1}, \ldots, M_{t_{\ell}}^{n}, t_{\ell}\right) \mid \mathcal{F}_{t_{\ell}}\right]\right]= \\
=\mathbb{E}\left[\frac{\mathbb{I}_{A}}{F_{\lambda_{1}, \ldots \lambda_{n}}\left(M_{t_{\ell}}^{1}, \ldots, M_{t_{\ell}}^{n}, t_{\ell}\right)} F_{\lambda_{1}, \ldots \lambda_{n}}\left(M_{t_{\ell-1}}^{1}, \ldots, M_{t_{\ell-1}}^{n}, t_{\ell-1}\right)\right]=\mathbb{E}\left[\mathbb{I}_{A}\right]=\mathbb{P}(A) .
\end{gathered}
$$

In other words,

$$
\mathbb{E}\left[\mathbb{I}_{A} \exp \left(i \sum \lambda_{r}\left(M_{t_{\ell}}^{r}-M_{t_{\ell-1}}^{r}\right)\right)\right]=\exp \left(\frac{1}{2} \sum_{r=1}^{\ell} \lambda_{r}^{2}\left(t_{\ell}-t_{\ell-1}\right)\right) \mathbb{P}(A)
$$

Since, by the proof of Lemma 5.2, $\operatorname{span}\left\{\exp \left(i \sum \lambda_{r}\left(M_{t_{\ell}}^{r}-M_{t_{\ell-1}}^{r}\right)\right), \lambda_{1}, \ldots, \lambda_{r} \in \mathbb{R}\right\}$ is dense in $L^{2}\left(\sigma\left(\left(M_{t_{\ell}}^{1}-M_{t_{\ell-1}}^{1}, \ldots, M_{t_{\ell}}^{n}-M_{t_{\ell-1}}^{1}\right)\right)\right)$ we have that for any $F \in \sigma\left(\left(M_{t_{\ell}}^{1}-M_{t_{\ell-1}}^{1}, \ldots, M_{t_{\ell}}^{n}-M_{t_{\ell-1}}^{1}\right)\right)$ we have

$$
\mathbb{P}(A \cap F)=\mathbb{E}\left[\mathbb{I}_{A} \mathbb{I}_{F}\right]=\mathbb{E}\left[\mathbb{P}(A) \mathbb{I}_{F}\right]=\mathbb{P}(A) \mathbb{P}(F)
$$

This proves that $\left(M_{t_{\ell}}^{1}-M_{t_{\ell-1}}^{1}, \ldots, M_{t_{\ell}}^{n}-M_{t_{\ell-1}}^{1}\right)$ is independent of $\mathcal{F}_{t_{\ell-1}}$, and since $M_{t}^{j}$ are adapted, is independent of $\left(M_{t_{2}}^{1}-M_{t_{1}}^{1}, \ldots, M_{t_{2}}^{n}-M_{t_{1}}^{n}\right), \ldots,\left(M_{t_{\ell-1}}^{1}-M_{t_{\ell-2}}^{1}, \ldots, M_{t_{\ell-1}}^{n}-M_{t_{\ell-2}}^{n}\right)$. Repeating the argument for each time we obtain that $\left(M_{t_{2}}^{1}-M_{t_{1}}^{1}, \ldots, M_{t_{2}}^{n}-M_{t_{1}}^{n}\right), \ldots,\left(M_{t_{\ell}}^{1}-M_{t_{\ell-1}}^{1}, \ldots, M_{t_{\ell}}^{n}-M_{t_{\ell-1}}^{n}\right)$ are independent. Finally by the previous computation we get

$$
\mathbb{E}\left[\exp \left(i \sum \lambda_{r}\left(M_{t_{\ell}}^{r}-M_{t_{\ell-1}}^{r}\right)\right)\right]=\exp \left(\frac{1}{2} \sum_{r=1}^{\ell} \lambda_{r}^{2}\left(t_{\ell}-t_{\ell-1}\right)\right)
$$

and so $\left(M_{t_{\ell}}^{1}-M_{t_{\ell-1}}^{1}, \ldots, M_{t_{\ell}}^{n}-M_{t_{\ell-1}}^{n}\right) \sim N\left(0,\left(t_{\ell}-t_{\ell-1}\right) \mathbb{I}_{\mathbb{R}^{n}}\right)$. Since $M_{t}^{j}$ are continuous this prove that $M_{t}$ are Brownian motions.

### 5.2 Girsanov theorem and applications

Remark 5.12. From now on we use the following notation: if $A, C$ are two semimartingales and $B$ is a progressive process we write

$$
\mathrm{d} A_{t}=B_{t} \mathrm{~d} C_{t}
$$

if and only if

$$
A_{t}-A_{0}=\int_{0}^{t} B_{s} \mathrm{~d} C_{s}
$$

Remark 5.13. With the previous notation if $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a $C^{2}$ function and $\bar{X}$ is a semimartingale on $\mathbb{R}^{n}$ the Ito formula reads

$$
\mathrm{d} F(\bar{X})_{t}=\sum_{k=1}^{n} \partial_{y^{k}} F\left(\bar{X}_{t}\right) \mathrm{d} X_{t}^{k}+\frac{1}{2} \sum_{k, r=1}^{n} \partial_{y^{k} y^{r}} F\left(\bar{X}_{t}\right) \mathrm{d}\left[X^{k}, X^{r}\right]_{t} .
$$

Remark 5.14. If $A_{t}, C_{t}$ and $B_{t}$ are as in Remark 5.12, if $\mathrm{d} A_{t}=B_{t} \mathrm{~d} C_{t}$ and $C_{t}$ is a local martingale also $A_{t}$ is a local martingale.

### 5.2.1 Preliminaries

Definition 5.15. A martingale $L_{t}$ is uniformly integrable if the family of random variables $\left\{L_{t}\right\}_{t \in \mathbb{R}_{+}}$is uniformly integrable.

Theorem 5.16. Let $L_{t}$ be a uniformly integrable martingale then the there is a $\mathcal{F}_{\infty}$-measurable random variable $L_{\infty} \in L^{1}(\Omega)$ such that

$$
L_{t}=\mathbb{E}\left[L_{\infty} \mid \mathcal{F}_{t}\right]
$$

almost surely.
Proof. See Theorem 3.19 and Theorem 3.21 in [4] (see also Section 4 of [2]).
Remark 5.17. It is important to note that if $L$ is an uniform integrable cadlag martingale we can extend the Doob optional stopping time in the following way: let $T$ be a (generic) stopping time (i.e. we assume that $T=+\infty$ in a set with possibly positive probability) then we have

$$
L_{T}=\mathbb{E}\left[L_{\infty} \mid \mathcal{F}_{T}\right]
$$

Definition 5.18. Consider a measure space $(\Omega, \mathcal{F})$ and let $\mathbb{P}$ and $\mathbb{Q}$ be two probability measures on $(\Omega, \mathcal{F})$, we say that $\mathbb{Q}$ is absolutely continuous with respect to $\mathbb{P}$ (and we write $\mathbb{Q} \ll \mathbb{P}$ ) if for any $A \in \mathcal{F}$ such that $\mathbb{P}(A)=0$ also $\mathbb{Q}(A)=0$. We say that the measure $\mathbb{Q}$ is equivalent to the measure $\mathbb{P}$ (and we write $\mathbb{Q} \sim \mathbb{P}$ ) if $\mathbb{Q}$ is absolutely continuous with respect to $\mathbb{P}$, and $\mathbb{P}$ is absolutely continuous with respect to $\mathbb{Q}$ (i.e., $\mathbb{Q} \ll \mathbb{P}$ and $\mathbb{P} \ll \mathbb{Q}$ ).

Theorem 5.19. (Radon-Nikodym theorem) Let $(\Omega, \mathcal{F})$ be a measure space and consider two probability measure $\mathbb{P}$ and $\mathbb{Q}$, then $\mathbb{Q}$ is absolutely continuous with respect to $\mathbb{P}$ if and only if there is $f \in L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ such that

$$
\mathbb{Q}(A)=\int_{A} f(\omega) \mathrm{dP}(\omega)
$$

Proof. See Chapter 14, Section 14.13 of [9].
Remark 5.20. The function $f$ in the thesis of Radon-Nikodym theorem is called the density (or derivatives) of the measure $\mathbb{Q}$ with respect to $\mathbb{P}$, and it is unique up to $\mathbb{P}$-zero-measure sets. In the following we use the notation

$$
\frac{\mathrm{d} \mathbb{Q}}{\mathrm{~d} \mathbb{P}}=f
$$

Consider two probability measures $\mathbb{P}$ and $\mathbb{Q}$ on $(\Omega, \mathcal{F})$ and let $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$be a filtration. We can consider the measures $\mathbb{P}_{\mathcal{F}_{t}}=\left.\mathbb{P}\right|_{\mathcal{F}_{t}}$ and $\mathbb{Q}_{\mathcal{F}_{t}}=\left.\mathbb{Q}\right|_{\mathcal{F}_{t}}$ (i.e., the probability measures $\mathbb{P}$ and $\mathbb{Q}$ respectively restricted (as set functions) to the $\sigma$-algebra $\mathcal{F}_{t} \subset \mathcal{F}$ ). If $\mathbb{Q}$ is absolutely continuous with respect to $\mathbb{P}$, then, for every $t \in \mathbb{R}_{+}, \mathbb{Q}_{\mathcal{F}_{t}}$ is absolutely continuous with respect to $\mathbb{P}_{\mathcal{F}_{t}}$ which implies that, for every $t \in \mathbb{R}_{+}$, there is a $L^{1}\left(\Omega, \mathcal{F}_{t}, \mathbb{P}\right)$ random variable such that

$$
\frac{\mathrm{d} \mathbb{Q}_{\mathcal{F}_{t}}}{\mathrm{~d} \mathbb{P}_{\mathcal{F}_{t}}}=D_{t}^{\mathbb{Q}} .
$$

Here write also

$$
\frac{\mathrm{d} \mathbb{Q}_{\mathcal{F}_{\infty}}}{\mathrm{d} \mathbb{P}_{\mathcal{F}_{\infty}}}=D_{\infty}^{\mathbb{Q}}
$$

Definition 5.21. We say that the probability measure $\mathbb{Q}$ is locally absolutely continuous with respect to the measure $\mathbb{P}$ and the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$, if, for any $t \in \mathbb{R}_{+}$, the measure $\mathbb{Q}_{\mathcal{F}_{t}}$ (i.e. the probability measure $\left.\mathbb{Q}\right|_{\mathcal{F}_{t}}$ restricted to the $\sigma$-algebra $\mathcal{F}_{t}$ ) is absolutely continuous $\mathbb{P}_{\mathcal{F}_{t}}$.

If $\mathbb{Q}$ is locally absolutely continuous with respect to $\mathbb{Q}$

Theorem 5.22. Let $\mathbb{Q}$ be a probability measure locally absolutely continuous with respect to $\mathbb{P}$ and the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$, then the process $D_{t}^{\mathbb{Q}}$ is a martingale with respect to the measure $\mathbb{P}$ and the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$. Furthermore if $\mathbb{Q}$ is absolutely continuous with respect to $\mathbb{P}$, we have that $D_{t}^{\mathbb{Q}}$ is uniformly integrable and we have

$$
\begin{equation*}
D_{t}^{\mathbb{Q}}=\mathbb{E}_{\mathbb{P}}\left[D_{\infty}^{\mathbb{Q}} \mid \mathcal{F}_{t}\right] \tag{5.4}
\end{equation*}
$$

$\mathbb{P}$-almost surely.
Proof. Let $t>s \in \mathbb{R}_{+}$and consider $A \in \mathcal{F}_{s} \subset \mathcal{F}_{t}$, we have

$$
\mathbb{Q}(A)=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A} D_{t}^{\mathbb{Q}}\right]=\mathbb{E}_{\mathbb{P}}\left[\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A} D_{t}^{\mathbb{Q}} \mid \mathcal{F}_{s}\right]\right]=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A} \mathbb{E}\left[D_{t}^{\mathbb{Q}} \mid \mathcal{F}_{s}\right]\right] .
$$

On the other hand, since $A \in \mathcal{F}_{s}$, by definition of density of absolutely continuous measures, we have

$$
\mathbb{Q}(A)=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A} D_{s}^{\mathbb{Q}}\right]
$$

i.e. $\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A} \mathbb{E}\left[D_{t}^{\mathbb{Q}} \mid \mathcal{F}_{t}\right]\right]=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A} D_{s}^{\mathbb{Q}}\right]$. The second part of the theorem can be proved in a similar way taking $t=\infty$, obtaining that

$$
\mathbb{E}_{\mathbb{P}}\left[D_{\infty}^{\mathbb{Q}} \mid \mathcal{F}_{t}\right]=D_{t}^{\mathbb{Q}}
$$

$\mathbb{P}$-almost surely. By Doob theorem this proves that $D_{t}^{\mathbb{Q}}$ is an uniformly integrable martingale.
Proposition 5.23. Suppose that $D_{t}^{\mathbb{Q}}$ admits a continuous modification (we denote this modification again by $D_{t}^{\mathbb{Q}}$ then for any (bounded when $\mathbb{Q}$ is locally absolutely continuous and also unbounded when $\mathbb{Q}$ is absolutely continuous) stopping time $T$ we have

Furthermore if $\mathbb{Q} \sim \mathbb{P}$ we have

$$
\begin{equation*}
\frac{\mathrm{d} \mathbb{Q}_{\mathcal{F}_{T}}}{\mathrm{~d} \mathbb{P}_{\mathcal{F}_{T}}}=D_{T}^{\mathbb{Q}} \tag{5.5}
\end{equation*}
$$

## $\mathbb{P}$-almost surely.

$$
\inf _{t \in \mathbb{R}_{+}} D_{t}^{\mathbb{Q}}>0
$$

Proof. We consider the case when $\mathbb{Q}$ is absolutely continuous, the case where $\mathbb{Q}$ is only absolutely continuous can be proved in a similar way. If $T$ is a stopping time, we have that for the (Doob) optional stopping time theorem (extended to possibly infinite stopping time see Remark 5.17) we get

$$
\mathbb{E}\left[D_{\infty} \mid \mathcal{F}_{T}\right]=\mathbb{E}\left[\mathbb{E}\left[D_{\infty} \mid \mathcal{F}_{t}\right] \mid \mathcal{F}_{T}\right]=\mathbb{E}\left[D_{t} \mid \mathcal{F}_{T}\right]=D_{T}
$$

Equality (5.5) can, then, be proved in a way similar to the one of equality (5.4)
In order to prove the second assertion, consider

$$
T_{\varepsilon}=\inf \left\{t \geqslant 0, D_{t}^{\mathbb{Q}} \leqslant \varepsilon\right\} .
$$

The random variable $T_{\varepsilon}$ is a stopping time since it is the first hitting time of an closed for the continuous process $D_{t}^{\mathbb{Q}}$. By definition of $\sigma$-algebra generated by a stopping time we have that, $\left\{T_{\varepsilon}<+\infty\right\} \in \mathcal{F}_{T_{\varepsilon}}$. This means, for the first part of the theorem,

$$
\mathbb{Q}\left(\left\{T_{\varepsilon}<+\infty\right\}\right)=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{\left\{T_{\varepsilon}<+\infty\right\}} D_{\infty}\right]=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{\left\{T_{\varepsilon}<+\infty\right\}} \mathbb{E}\left[D_{\infty} \mid \mathcal{F}_{T_{\varepsilon}}\right]=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{\left\{T_{\varepsilon}<+\infty\right\}} D_{T_{\varepsilon}}\right] \leqslant \varepsilon,\right.
$$

where we used that $D_{T_{\varepsilon}} \leqslant \varepsilon$ since $D_{t}$ is cadlag. From the previous inequality follows that

$$
\mathbb{Q}\left(\bigcap_{n \in \mathbb{N}}\left\{T_{\frac{1}{n}}<+\infty\right\}\right)=\lim _{n \rightarrow+\infty} \mathbb{Q}\left(\left\{T_{\frac{1}{n}}<+\infty\right\}\right) \leqslant \lim _{n \rightarrow+\infty} \frac{1}{n}=0
$$

Since $\mathbb{P}$ is equivalent to $\mathbb{Q}$ we get that

$$
\mathbb{P}\left(\bigcap_{n \in \mathbb{N}}\left\{T_{\frac{1}{n}}<+\infty\right\}\right)=0
$$

and so $\inf _{t \in \mathbb{R}_{+}} D_{t}^{\mathbb{Q}}$ is strictly positive $\mathbb{P}$-almost surely.

### 5.2.2 Girsanov theorem in the Brownian motion case

Now we want to consider the case where the filtration $\mathcal{F}_{t}$ is equal to the (in general not completed) natural filtration of an $n$-dimensional Brownian motion $\left(B^{1}, \ldots, B^{n}\right)$ with respect the probability measure $\mathbb{P}$.

Under these assumptions, if $\mathbb{Q}$ is a probability measure locally absolutely continuous with respect to $\mathbb{P}$, the process $D_{t}^{\mathbb{Q}}$ is a $\mathbb{P}$-martingale and so, by Remark 5.9 , there is a continuous version of $D_{t}^{\mathbb{Q}}$. For this reason from now on we suppose that $D_{t}^{\mathbb{Q}}$ is a continuous martingale.

Lemma 5.24. Under the assumptions of this section, suppose that $D_{t}$ is a (strictly) positive local continuous $\mathbb{P}$-martingale, then there is a unique progressive process $\bar{h}=\left(h_{1}, \ldots, h_{n}\right) \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ such that

$$
D_{t}=\mathcal{E}(\bar{h})_{t}:=D_{0} \cdot \exp \left(\sum_{k=1}^{n} \int_{0}^{t} h_{k}(s) \mathrm{d} B_{s}^{k}-\frac{1}{2} \int_{0}^{t}\left(\sum_{k=1}^{n}\left|h_{k}(s)\right|^{2}\right) \mathrm{d} s\right)
$$

Proof. Since $D_{t}$ is continuous and strictly positive $\frac{1}{D_{t}} \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, \mathrm{d}[D]\right)$ almost surely (since it is bounded almost surely). Then consider

$$
L_{t}=\int_{0}^{t} \frac{\mathrm{~d} D_{s}}{D_{s}} .
$$

Since $D_{t}$ is a continuous local $\mathbb{P}$-martingale also $L_{t}$ is a continuous local $\mathbb{P}$-martingale. Thus, by Corollary 5.6 and Remark 5.10 , there is a (unique) progressive process $\bar{h} \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ such that

$$
L_{t}=\sum_{k=1}^{n} \int_{0}^{t} h_{k}(s) \mathrm{d} B_{s}^{k} .
$$

Thus we have that

$$
\int_{0}^{t} \frac{\mathrm{~d}[D]_{s}}{D_{s}^{2}}=[L]_{t}=\int_{0}^{t}\left(\sum_{k=1}^{n}\left|h_{k}(s)\right|^{2}\right) \mathrm{d} s
$$

Then, by Ito formula applied to $\log \left(D_{t}\right)$, we get

$$
\begin{gathered}
\log \left(D_{t}\right)=\log \left(D_{0}\right)+\int_{0}^{t} \frac{\mathrm{~d} D_{s}}{D_{s}}-\frac{1}{2} \int_{0}^{t} \frac{\mathrm{~d}[D]_{s}}{D_{s}^{2}}=L_{t}-\frac{1}{2}[L]_{t}= \\
=\sum_{k=1}^{n} \int_{0}^{t} h_{k}(s) \mathrm{d} B_{s}^{k}-\frac{1}{2} \int_{0}^{t}\left(\sum_{k=1}^{n}\left|h_{k}(s)\right|^{2}\right) \mathrm{d} s
\end{gathered}
$$

The uniqueness follows from the uniqueness of canonical decomposition of continuous semimartingales and the uniqueness of martingale representation theorem.

Remark 5.25. It is important to note that if $D_{t}=\mathcal{E}(\bar{h})_{t}$ then

$$
D_{t}-D_{0}=\sum_{k=1}^{n} \int_{0}^{t} D_{s} h_{k}(s) \mathrm{d} B_{s}^{k}
$$

Theorem 5.26. Consider $\mathbb{P}, \mathbb{Q}, D_{t}^{\mathbb{Q}}$ as above (with the assumption of the beginning of this subsection), suppose also that $D_{t}^{\mathbb{Q}}$ is almost surely strictly positive, and let $\bar{h}^{\mathbb{Q}} \in L_{\text {loc }}^{2}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ be the progressive process such that

$$
D_{t}^{\mathbb{Q}}=\mathcal{E}\left(\bar{h}^{\mathbb{Q}}\right)_{t}
$$

then if $M$ is a continuous local martingale with respect to the measure $\mathbb{P}$ then

$$
\tilde{M}_{t}=M_{t}-\left[M, \sum_{k=1}^{n} \int_{0} h_{k}^{\mathbb{Q}}(s) \mathrm{d} B_{s}^{k}\right]_{t}=M_{t}-\sum_{k=1}^{n} \int_{0}^{t} h_{k}^{\mathbb{Q}}(s) \mathrm{d}\left[M, B^{k}\right]_{s}
$$

is a continuous local martingale with respect to $\mathbb{Q}$.
Lemma 5.27. Under the hypothesis of Theorem 5.26, if $X_{t}$ is a continuous stochastic process such that $X_{t} D_{t}^{\mathbb{Q}}$ is a continuous local martingale under $\mathbb{P}$, then $X_{t}$ is a continuous local martingale under $\mathbb{Q}$.

Proof. We first prove that if $T$ is a (bounded) stopping time such that $\left(X D^{\mathbb{Q}}\right)_{t}^{T}=X_{t}^{T} D_{t}^{\mathbb{Q}, T}$ is a continuous martingale under $\mathbb{P}$, then $X^{T}$ is a continuous martingale under $\mathbb{Q}$.

If $X_{t}^{T} D_{t}^{\mathbb{Q}, T}$ is a martingale then $X_{t}^{T} \in L^{1}\left(\Omega, \mathcal{F}_{t}, \mathbb{Q}\right)$, indeed by definition of martingality $\left|X_{t}^{T} D_{t}^{\mathbb{Q}, T}\right| \in L^{1}\left(\Omega, \mathcal{F}_{t}, \mathbb{P}\right)$ and so

$$
\begin{gathered}
+\infty>\mathbb{E}_{\mathbb{P}}\left[\left|X_{t}^{T} D_{t}^{T}\right|\right]=\mathbb{E}_{\mathbb{P}}\left[\left|X_{t}^{T}\right| D_{t}^{T}\right]=\mathbb{E}_{\mathbb{P}}\left[\left|X_{t}^{T}\right| \mathbb{E}\left[D_{t_{\max }}^{\mathbb{Q}} \mid \mathcal{F}_{T \wedge t}\right]\right]=\mathbb{E}_{\mathbb{P}}\left[\mathbb{E}\left[\left|X_{t}^{T}\right| D_{t_{\max }}^{\mathbb{Q}} \mid \mathcal{F}_{T \wedge t}\right]\right]= \\
=\mathbb{E}_{\mathbb{P}}\left[\left|X_{t}^{T}\right| D_{t_{\max }}^{\mathbb{Q}}\right]=\mathbb{E}_{\mathbb{Q}}\left[\left|X_{t}^{T}\right|\right]
\end{gathered}
$$

where $t_{\max }>\max (T)$, we used that $X_{t}^{T}=X_{T \wedge t}$ is $\mathcal{F}_{T \wedge t}$ measurable, and that, by Proposition 5.23 we have $\mathbb{E}_{\mathbb{P}}\left[D_{t_{\text {max }}}^{\mathbb{Q}} \mid \mathcal{F}_{T \wedge t}\right]=D_{T \wedge t}^{\mathbb{Q}}=D_{t}^{\mathbb{Q}, T}$.

Consider $t>s \in \mathbb{R}_{+}$, and let $A \in \mathcal{F}_{s}$. Since $A \cap\{T>s\}=\left(A^{c} \cup\{T \leqslant s\}\right) \in \mathcal{F}_{s}$, we have

$$
\begin{aligned}
& \mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge t} D_{T \wedge t}^{\mathbb{Q}}\right]=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{t}^{T} D_{t}^{\mathbb{Q}, T}\right]= \\
& =\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{s}^{T} D_{s}^{\mathbb{Q}, T}\right]=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge s} D_{T \wedge s}^{\mathbb{Q}}\right]
\end{aligned}
$$

Furthermore the set $A \cap\{T>s\} \in \mathcal{F}_{T \wedge s} \subset \mathcal{F}_{T \wedge s}$ and so $\mathbb{I}_{A \cap\{T>s\}}$ is $\mathcal{F}_{T \wedge s}$ (and thus $\mathcal{F}_{T \wedge t}$ ) measurable. This means that

$$
\begin{aligned}
\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge t} D_{T \wedge t}^{\mathbb{Q}}\right] & =\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge t} \mathbb{E}_{\mathbb{P}}\left[D_{t_{\max }}^{\mathbb{Q}} \mid \mathcal{F}_{T \wedge t}\right]\right]=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge t} \mathbb{E}_{\mathbb{P}}\left[D_{t_{\max }}^{\mathbb{Q}} \mid \mathcal{F}_{T \wedge t}\right]\right] \\
& =\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge t} D_{t_{\max }}^{\mathbb{Q}}\right]=\mathbb{E}_{\mathbb{Q}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge t}\right],
\end{aligned}
$$

and also

$$
\begin{gathered}
\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge s} D_{T \wedge s}^{\mathbb{Q}}\right]=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge s} \mathbb{E}_{\mathbb{P}}\left[D_{t_{\max }}^{\mathbb{Q}} \mid \mathcal{F}_{T \wedge s}\right]\right]= \\
=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge s} \mathbb{E}_{\mathbb{P}}\left[D_{t_{\max }}^{\mathbb{Q}} \mid \mathcal{F}_{T \wedge s}\right]\right]=\mathbb{E}_{\mathbb{P}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge s} D_{t_{\max }}^{\mathbb{Q}}\right]=\mathbb{E}_{\mathbb{Q}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge s}\right] .
\end{gathered}
$$

Thus

$$
\mathbb{E}_{\mathbb{Q}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{t}^{T}\right]=\mathbb{E}_{\mathbb{Q}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge t}\right]=\mathbb{E}_{\mathbb{Q}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{T \wedge s}\right]=\mathbb{E}_{\mathbb{Q}}\left[\mathbb{I}_{A \cap\{T>s\}} X_{s}^{T}\right]
$$

Obviously $\mathbb{I}_{A \cap\{T \leqslant s\}} X_{T \wedge t}=\mathbb{I}_{A \cap\{T \leqslant s\}} X_{s}=\mathbb{I}_{A \cap\{T \leqslant s\}} X_{T \wedge s}$ and so we get

$$
\mathbb{E}_{\mathbb{Q}}\left[\mathbb{I}_{A \cap\{T \leqslant s\}} X_{t}^{T}\right]=\mathbb{E}_{\mathbb{Q}}\left[\mathbb{I}_{A \cap\{T \leqslant s\}} X_{T \wedge t}\right]=\mathbb{E}_{\mathbb{Q}}\left[\mathbb{I}_{A \cap\{T \leqslant s\}} X_{T \wedge s}\right]=\mathbb{E}_{\mathbb{Q}}\left[\mathbb{I}_{A \cap\{T \leqslant s\}} X_{s}^{T}\right]
$$

Finally we can conclude that

$$
\mathbb{E}_{\mathbb{Q}}\left[\mathbb{I}_{A} X_{t}^{T}\right]=\mathbb{E}_{\mathbb{Q}}\left[\mathbb{I}_{A} X_{s}^{T}\right]
$$

for any $A \in \mathcal{F}_{s}$, which means, since $X_{s}^{T}$ is $\mathcal{F}_{s}$ measurable, that $\mathbb{E}_{\mathbb{Q}}\left[X_{t}^{T} \mid \mathcal{F}_{s}\right]=X_{s}^{T}$.
Suppose that $X_{t} D_{t}^{\mathbb{Q}}$ is a $\mathbb{P}$-local martingale then there is a sequence of bounded stopping times $T_{n} \rightarrow+\infty$, for which $\left(X D^{\mathbb{Q}}\right)_{t}^{T_{n}}$ is a $\mathbb{P}$-martingale. For the first part of the proof of the lemma $X^{T_{n}}$ is a $\mathbb{Q}$-martingale. Since $\mathbb{Q}$ is equivalent to $\mathbb{P}, T_{n} \rightarrow+\infty \mathbb{Q}$-almost surely, which implies that $T_{n}$ is a localization sequence for $X_{t}$ (with respect to the measure $\mathbb{Q}$ ) and so $X_{t}$ is a $\mathbb{Q}$-local martingale.

Proof of Theorem 5.26. Suppose that $M$ is a local martingale (with respect to $\mathbb{P}$ ) and consider $\tilde{M}$. By Ito formula we have that

$$
\begin{gathered}
\tilde{M}_{t} D_{t}^{\mathbb{Q}}-\tilde{M}_{0} D_{0}^{\mathbb{Q}}=\int_{0}^{t} \tilde{M}_{s} \mathrm{~d} D_{s}^{\mathbb{Q}}+\int_{0}^{t} D_{s}^{\mathbb{Q}} \mathrm{d} \tilde{M}_{s}+\int_{0}^{t} \mathrm{~d}\left[\tilde{M}, D^{\mathbb{Q}}\right]_{s}= \\
=\int_{0}^{t} \tilde{M}_{s} \mathrm{~d} D_{s}^{\mathbb{Q}}+\int_{0}^{t} D_{s}^{\mathbb{Q}} \mathrm{d} M_{s}-\sum_{k=1}^{n} \int_{0}^{t} D_{s}^{\mathbb{Q}} h_{k}^{\mathbb{Q}}(s) \mathrm{d}\left[M, B^{k}\right]_{s}+\left[M, D^{\mathbb{Q}}\right]_{t}= \\
=\int_{0}^{t} \tilde{M}_{s} \mathrm{~d} D_{s}^{\mathbb{Q}}+\int_{0}^{t} D_{s}^{\mathbb{Q}} \mathrm{d} M_{s}-\sum_{k=1}^{n} \int_{0}^{t} D_{s}^{\mathbb{Q}} h_{k}^{\mathbb{Q}}(s) \mathrm{d}\left[M, B^{k}\right]_{s}+\left[M, \sum_{k=1}^{n} \int_{0} D_{s}^{\mathbb{Q}} h_{k}^{\mathbb{Q}}(s) \mathrm{d} B_{s}^{k}\right]_{t}= \\
=\int_{0}^{t} \tilde{M}_{s} \mathrm{~d} D_{s}^{\mathbb{Q}}+\int_{0}^{t} D_{s}^{\mathbb{Q}} \mathrm{d} M_{s}-\sum_{k=1}^{n} \int_{0}^{t} D_{s}^{\mathbb{Q}} h_{k}^{\mathbb{Q}}(s) \mathrm{d}\left[M, B^{k}\right]_{s}+\sum_{k=1}^{n} \int_{0}^{t} D_{s}^{\mathbb{Q}} h_{k}^{\mathbb{Q}}(s) \mathrm{d}\left[M, B^{k}\right]_{s}= \\
=\int_{0}^{t} \tilde{M}_{s} \mathrm{~d} D_{s}^{\mathbb{Q}}+\int_{0}^{t} D_{s}^{\mathbb{Q}} \mathrm{d} M_{s} .
\end{gathered}
$$

Since, by Hypothesis, $M_{t}$ is a (continuous) $\mathbb{P}$-local martingale and, by Theorem $5.22, D_{s}^{\mathbb{Q}}$ is a (continuous) $\mathbb{P}$-martingale we have that $\tilde{M}_{t} D_{t}^{\mathbb{Q}}$ is a continuous $\mathbb{P}$-local martingale.

Thus by Lemma 5.27, $\tilde{M}_{t}$ is a $\mathbb{Q}$-local martingale.
Remark 5.28. An important consequence of Theorem 5.26 is that, under the assumption of this section, if $\mathbb{Q}$ is absolutely continuous with respect to $\mathbb{P}$ and $X$ is a $\mathbb{P}$-semimartingale then $X$ is also a $\mathbb{Q}$-semimartingale. Indeed if $X=A+M$ is the canonical decomposition of $X$ (with respect to $\mathbb{Q}$ ) we have

$$
X=A+M=\left(A+\sum_{k=1}^{n} \int_{0}^{t} h_{k}^{\mathbb{Q}}(s) \mathrm{d}\left[M, B^{k}\right]_{s}\right)+\tilde{M} .
$$

Since $\tilde{M}$ is a $\mathbb{Q}$-martingale and $\left(A+\sum_{k=1}^{n} \int_{0}^{t} h_{k}^{\mathbb{Q}}(s) \mathrm{d}\left[M, B^{k}\right]_{s}\right)$ is a sum of bounded variation processes $(\mathbb{P}$-almost surely and so also $\mathbb{Q}$-almost surely being $\mathbb{Q}$ absolutely continuous with respect to $\mathbb{Q}) X$ is a $\mathbb{Q}$-semimartingale with canonical decomposition $\left(A+\sum_{k=1}^{n} \int_{0}^{t} h_{k}^{\mathbb{Q}}(s) \mathrm{d}\left[M, B^{k}\right]_{s}\right)+\tilde{M}$.

Theorem 5.29. Under the hypotheses of Theorem 5.26 we have that

$$
\tilde{B}_{t}^{k}=B_{t}^{k}-\int_{0}^{t} h_{k}(s) \mathrm{d} s
$$

is a Brownian motion with respect to the probability $\mathbb{Q}$.
Lemma 5.30. Under the hypotheses and the notations of Theorem 5.26 we have that the quadratic variation of $M$ (with respect to $\mathbb{P}$ ) and of $\tilde{M}$ (with respect to $\mathbb{Q}$ ) coincide.

Proof. We want to prove that $\left(\tilde{M}_{t}^{2}-[M]_{t}\right) D_{t}^{\mathbb{Q}}$ is a $\mathbb{P}$-local martingale since, by Lemma 5.27 , this implies that $\tilde{M}_{t}^{2}-[M]_{t}$ is a $\mathbb{Q}$-local martingale. The thesis follows from the definition of quadratic variation for local martingales.

By Ito formula we have that

$$
\begin{gathered}
\mathrm{d}\left(\left(\tilde{M}_{t}^{2}-[M]_{t}\right) D_{t}^{\mathbb{Q}}\right)= \\
\left.+2 \tilde{M}_{t} D_{t}^{\mathbb{Q}} \mathrm{d} \tilde{M}_{t}-D_{t}^{\mathbb{Q}} \mathrm{d}[M]_{t}+\left(\tilde{M}_{t}^{2}-[M]_{t}\right) \mathrm{d} D_{t}^{\mathbb{Q}}+D^{\mathbb{Q}}\right]=2 \tilde{M}_{t} D_{t}^{\mathbb{Q}} \mathrm{d}[\tilde{M}]_{t}+ \\
+ \\
+2 \tilde{M}_{t} \mathrm{~d}\left[M, \sum_{k=1}^{n} \int_{0}^{n} D_{s} D_{t}^{\mathbb{Q}} h_{k}^{\mathbb{Q}}(t) \mathrm{d}\left[M, B^{k}\right]_{t}+\left(\tilde{M}_{t}^{2}-[M]_{t}\right) \mathrm{d} D_{t}^{k}+\right. \\
=2 \tilde{M}_{t} D_{t}^{\mathbb{Q}} \mathrm{d} M_{t}-2 \sum_{k=1}^{n} D_{t}^{\mathbb{Q}} h_{k}^{\mathbb{Q}}(t) \mathrm{d}\left[M, B^{k}\right]_{t}+\left(\tilde{M}_{t}^{2}-[M]_{t}\right) \mathrm{d} D_{t}^{\mathbb{Q}}+\sum_{k=1}^{n} 2 \tilde{M}_{t} D_{t}^{\mathbb{Q}} h_{k}^{\mathbb{Q}}(t) \mathrm{d}\left[M, B^{k}\right]_{t}= \\
=2 \tilde{M}_{t} D_{t}^{\mathbb{Q}} \mathrm{d} M_{t}+\left(\tilde{M}_{t}^{2}-[M]_{t}\right) \mathrm{d} D_{t}^{\mathbb{Q}} .
\end{gathered}
$$

This proves that $\left(\tilde{M}_{t}^{2}-[M]_{t}\right) D_{t}^{\mathbb{Q}}$ is a $\mathbb{P}$-local martingale and so $\tilde{M}_{t}^{2}-[M]_{t}$ is a $\mathbb{Q}$-local martingale.

Remark 5.31. Lemma 5.30 easily generalize to the case of quadratic covariation of two martingales.

Remark 5.32. By Remark 5.28, Lemma 5.30 and Remark 5.31, we have that if $X$ and $Y$ are two semimartingales with respect to $\mathbb{P}$ (and thus also with respect to $\mathbb{Q}$ ) the quadratic covariation $[X, Y]$ with respect to $\mathbb{P}$ coincides with the quadratic covariation with respect to $\mathbb{Q}$.

Proof. Since $B_{t}^{k}$ is a $\mathbb{P}$-martingale (and so a $\mathbb{P}$-local martingale) and

$$
\left[B^{k}, \sum_{r=1}^{n} \int_{0}^{.} h_{r}(s) \mathrm{d} B_{s}^{r}\right]_{t}=\sum_{r=1}^{n} \int_{0}^{t} h_{r}(s) \mathrm{d}\left[B^{k}, B^{r}\right]_{s}=\sum_{r=1}^{n} \int_{0}^{t} h_{r}(s) \delta_{k, r} \mathrm{~d} s=\int_{0}^{t} h_{r}(s) \mathrm{d} s,
$$

by Theorem 5.26, $\tilde{B}_{t}^{k}$ are $\mathbb{Q}$-local martingale. Furthermore the quadratic covariation of $\tilde{B}_{t}^{k}$ with respect to $\mathbb{Q}$ are equal to the quadratic covariation of $B^{k}$ with respect to $\mathbb{P}$ and so

$$
\left[\tilde{B}^{k}, \tilde{B}^{r}\right]_{t}=\left[B^{k}, B^{r}\right]_{t}=\delta_{k, r} t .
$$

The thesis follows from Levy characterization of Brownian motion.

### 5.2.3 The Novikov condition

In general we have not a direct definition of the measure $\mathbb{Q}$ (since it is difficult to describe what a measure on an infinite dimensional space) what it is usually done is to defined the measure $\mathbb{Q}$ through the process $D_{t}^{\mathbb{Q}}$ i.e. we defined

$$
\frac{\mathrm{d} \mathbb{Q}_{\mathcal{F}_{t}}}{\mathrm{~d} \mathbb{P}_{\mathcal{F}_{t}}}:=D_{t}^{\mathbb{Q}}=\mathcal{E}(\bar{h})_{t}=\exp \left(\sum_{k=1}^{n} \int_{0}^{t} h_{k}(s) \mathrm{d} B_{s}^{k}-\frac{1}{2} \int_{0}^{t}\left(\sum_{k=1}^{n}\left|h_{k}(s)\right|^{2}\right) \mathrm{d} s\right) .
$$

For a generic $\bar{h}(s) \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)\left(\mathbb{P}\right.$-almost surely) the process $\mathcal{E}(\bar{h})_{t}$ is only a local martingale. On the other hand, by Theorem 5.22 , the process $\mathcal{E}(\bar{h})_{t}$ can be the density of some a locally absolutely continuous probability measure $\mathbb{Q}$ only when $\mathcal{E}(\bar{h})_{t}$ is a continuous martingale (or when $\mathbb{Q}$ is absolutely continuous with respect to $\mathbb{P}, \mathcal{E}(\bar{h})_{t}$ must be also uniformly integrable). We present here some sufficient criterion for having such a property.

Theorem 5.33. Suppose that $\bar{h}(s) \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ almost surely, then $\mathcal{E}(\bar{h})_{t}$ is a martingale if for any $t>0$ we have one of the following conditions hold:

1. $\mathbb{E}\left[\exp \left(\frac{1}{2} \int_{0}^{t} \sum_{k=1}^{n}\left(h_{k}(s)\right)^{2} \mathrm{~d} s\right)\right]<+\infty$ (Novikov's criterion);
2. $\sum_{k} \int_{0}^{t} h_{k}(s) \mathrm{d} B_{s}^{k}$ is a (real) martingale and $\mathbb{E}\left[\exp \left(\frac{1}{2} \sum_{k=1}^{n} \int_{0}^{t} h_{k}(s) \mathrm{d} B_{s}^{k}\right)\right]<+\infty$ (Kazamaki's criterion).
Furthermore if one of the two previous conditions hold for $t=+\infty\left(\right.$ when $\bar{h}(s) \in L^{2}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ almost surely) $\mathcal{E}(\bar{h})_{t}$ is a uniformly integrable martingale.

Lemma 5.34. Let $X$ be a positive random variable on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and consider $\mathcal{C} \subset L^{1}(\Omega, \mathcal{F}, \mathbb{P})$ such that there is $\beta \in \mathbb{R}_{+}$and, for any $Y$ there is a $\sigma$-algebra $\sigma(Y) \subset \mathcal{F}_{Y} \subset \mathcal{F}$, for which, for any $A \in \mathcal{F}$ we have

$$
\mathbb{E}\left[|Y| \mathbb{I}_{A}\right] \leqslant\left(\mathbb{E}\left[\mathbb{I}_{A} \mathbb{E}\left[X \mid \mathcal{F}_{Y}\right]\right]\right)^{\beta}
$$

then the family $\mathcal{C}$ is uniform integrable.
Proof. We recall that if $X$ is a random variable for any $\varepsilon>0$ there is $\delta_{\varepsilon}>0$ for which for any $F \in \mathcal{F}$ such that $\mathbb{P}(F)<\delta_{\varepsilon}$, we have $\mathbb{E}\left[|X| \mathbb{I}_{F}\right]<\varepsilon$.

Consider $K>0$ and let $A=\{|Y|>K\}$ then we have

$$
\mathbb{P}(|Y|>K) \leqslant \frac{\mathbb{E}\left[\mathbb{I}_{A}|Y|\right]}{K} \leqslant \frac{\left(\mathbb{E}\left[\mathbb{I}_{A} \mathbb{E}\left[X \mid \mathcal{F}_{Y}\right]\right)^{\beta}\right.}{K} \leqslant \frac{\left(\mathbb{E}\left[\mathbb{I}_{A} X\right]\right)^{\beta}}{K} \leqslant \frac{(\mathbb{E}[X])^{\beta}}{K}
$$

Fix $\varepsilon>0$, then there is $K_{\varepsilon}$ such that $\frac{(\mathbb{E}[X])^{\beta}}{K}<\delta_{\varepsilon^{1 / \beta}}$, and by the previous inequality we get

$$
\mathbb{P}(A)=\mathbb{P}(|Y|>K) \leqslant \delta_{\varepsilon^{1 / \beta}}
$$

and thus

$$
\mathbb{E}\left[\mathbb{I}_{\left\{|Y|>K_{\varepsilon}\right\}}|Y|\right] \leqslant\left(\mathbb{E}\left[\mathbb{I}_{\left\{|Y|>K_{\varepsilon}\right\}} \mathbb{E}\left[X \mid \mathcal{F}_{Y}\right]\right]\right)^{\beta} \leqslant\left(\mathbb{E}\left[\mathbb{I}_{\left\{|Y|>K_{\varepsilon}\right\}} X\right]\right)^{\beta} \leqslant\left(\varepsilon^{1 / \beta}\right)^{\beta}=\varepsilon
$$

Proof. We prove the case with finite $t$. The case $t=+\infty$ can be proved in a similar way.
We prove that $1 . \Rightarrow 2$. and that 2 . implies that $\mathcal{E}(\bar{h})$ is a (real) martingale.
If 1 hold then

$$
\mathbb{E}\left[\left[\sum_{k} \int_{0} h_{k}(s) \mathrm{d} B_{s}^{k}\right]_{t}^{2}\right]=\mathbb{E}\left[\left(\int_{0}^{t} \sum_{k=1}^{n}\left(h_{k}(s)\right)^{2} \mathrm{~d} s\right)^{2}\right] \leqslant 8 \mathbb{E}\left[\exp \left(\frac{1}{2} \int_{0}^{t} \sum_{k=1}^{n}\left(h_{k}(s)\right)^{2} \mathrm{~d} s\right)\right]<+\infty
$$

Since the quadratic variation of $\sum_{k} \int_{0}^{r} h_{k}(s) \mathrm{d} B_{s}^{k}$ is in $L^{2}(\Omega)$, we get that $\sum_{k} \int_{0}^{r} h_{k}(s) \mathrm{d} B_{s}^{k}$ is a $\mathcal{M}_{c}^{4}$ martingale, and so a real martingale (and not only a local one). We recall that $\mathcal{E}(\bar{h})_{t}$ is a positive local martingale and thus (by Fatou lemma) it is a supermartingale. Since $\mathcal{E}(\bar{h})_{0}=1$ by the supermartingale property

$$
\mathbb{E}\left[\mathcal{E}(\bar{h})_{t}\right] \leqslant 1
$$

Thus, by Cauchy-Schwarz inequality, we have

$$
\begin{gathered}
\mathbb{E}\left[\exp \left(\frac{1}{2} \sum_{k} \int_{0}^{t} h_{k}(s) \mathrm{d} B_{s}^{k}\right)\right] \leqslant\left(\mathbb{E}\left[\mathcal{E}(\bar{h})_{t}\right]\right)^{1 / 2}\left(\mathbb{E}\left[\exp \left(\frac{1}{2} \int_{0}^{t} \sum_{k=1}^{n}\left(h_{k}(s)\right)^{2} \mathrm{~d} s\right)\right]\right)^{1 / 2} \\
\leqslant\left(\mathbb{E}\left[\exp \left(\frac{1}{2} \int_{0}^{t} \sum_{k=1}^{n}\left(h_{k}(s)\right)^{2} \mathrm{~d} s\right)\right]\right)^{1 / 2}<+\infty
\end{gathered}
$$

This prove that $1 . \Rightarrow 2$.
Suppose that 2. holds. We recall that if $\mathcal{E}(\bar{h})_{t}$ is a positive local martingale, and so it is a (real) martingale if and only if $\mathbb{E}\left[\mathcal{E}(\bar{h})_{t}\right]=1$. Writing $L_{t}=\sum_{k=1}^{n} \int_{0}^{t} h_{k}(s) \mathrm{d} B_{s}^{k}, L_{t}$ is a (real) martingale and since $\exp \left(\frac{1}{2} x\right)$ is a convex function we have $\exp \left(\frac{1}{2} L_{t}\right)$ is a submartingale and thus, for any stopping time $T$ we get

$$
\exp \left(\frac{1}{2} L_{T \wedge t}\right) \leqslant \mathbb{E}\left[\left.\exp \left(\frac{1}{2} L_{t}\right) \right\rvert\, \mathcal{F}_{T \wedge t}\right]
$$

Let $0<a<1$ and consider a localization sequence $T_{n}^{a}$ for the local martingale $\mathcal{E}(a \bar{h})_{t}$. For any $A \in \mathcal{F}_{t}$ we have

$$
\begin{gathered}
\mathbb{E}\left[\mathbb{I}_{A} \mathcal{E}(a \bar{h})_{T_{n}^{a} \wedge t}\right] \leqslant\left(\mathbb{E}\left[\mathcal{E}(\bar{h})_{T_{n}^{a} \wedge t}\right]\right)^{a^{2}}\left(\mathbb{E}\left[\mathbb{I}_{A} \exp \left(\frac{a L_{T_{n}^{a} \wedge t}}{a+1}\right)\right]\right)^{1-a^{2}} \leqslant \\
\leqslant\left(\mathbb{E}\left[\mathbb{I}_{A} \exp \left(\frac{1}{2} L_{T_{n}^{a} \wedge t}\right)\right]\right)^{\left(1-a^{2}\right) \frac{2 a}{a+1}} \leqslant\left(\mathbb{E}\left[\mathbb{I}_{A} \mathbb{E}\left[\left.\exp \left(\frac{1}{2} L_{t}\right) \right\rvert\, \mathcal{F}_{T_{n}^{a} \wedge t}\right]\right]\right)^{2(1-a) a}
\end{gathered}
$$

where we use that $\mathbb{E}\left[\mathcal{E}(\bar{h})_{T_{n}^{a} \wedge t}\right] \leqslant 1$ (since $\mathcal{E}(\bar{h})_{t}$ is a supermartingale and Jensen inequality applied to the function $x^{\frac{a+1}{2 a}}$ (being $\frac{a+1}{2 a}>1$ ). By Lemma 5.34, this proves that the family of random variables $\left\{\mathcal{E}(a \bar{h})_{T_{n}^{a} \wedge t}\right\}_{n \in \mathbb{N}}$ is uniformly integrable and so $\mathcal{E}(a \bar{h})_{T_{n}^{a} \wedge t} \rightarrow \mathcal{E}(a \bar{h})$ in $L^{1}(\Omega)$. Thus for any $t>s$ we get

$$
\mathbb{E}\left[\mathcal{E}(a \bar{h})_{t} \mid \mathcal{F}_{s}\right]=\lim _{n \rightarrow+\infty} \mathbb{E}\left[\mathcal{E}(a \bar{h})_{T_{n}^{a} \wedge t} \mid \mathcal{F}_{s}\right]=\lim _{n \rightarrow+\infty} \mathcal{E}(a \bar{h})_{T_{n}^{a} \wedge s}=\mathcal{E}(a \bar{h})_{s}
$$

Thus for any $a \in(0,1)$, the process $\mathcal{E}(a \bar{h})_{t}$ is a real martingale.
Finally we get

$$
\begin{gathered}
1=\mathbb{E}\left[\mathcal{E}(a \bar{h})_{t}\right] \leqslant\left(\mathbb{E}\left[\mathcal{E}(\bar{h})_{t}\right]\right)^{a^{2}}\left(\mathbb{E}\left[\mathbb{I}_{A} \exp \left(\frac{a L_{T_{n}^{a} \wedge t}}{a+1}\right)\right]\right)^{1-a^{2}} \leqslant \\
\leqslant\left(\mathbb{E}\left[\mathcal{E}(\bar{h})_{t}\right]\right)^{a^{2}}\left(\mathbb{E}\left[\exp \left(\frac{1}{2} L_{t}\right)\right]\right)^{2(1-a) a}<+\infty
\end{gathered}
$$

and so taking the limit $a \rightarrow 0$ we obtain

$$
1 \leqslant \mathbb{E}\left[\mathcal{E}(\bar{h})_{t}\right]
$$

and thus the thesis.

### 5.2.4 Some applications

### 5.2.4.1 Cameron-Martin theorem

The Cameron-Martin theorem can be seen as a special case of Girsanov theorem when the process $h \in L^{2}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ is deterministic.

In this case $\mathcal{E}(h)_{t}$ is a uniform integrable martingale. Indeed, for any $t \in[0,+\infty]$ we have

$$
\mathbb{E}\left[\exp \left(\frac{1}{2} \int_{0}^{t}|h(s)|^{2} \mathrm{~d} s\right)\right] \leqslant \exp \left(\frac{1}{2} \int_{0}^{+\infty}|h(s)|^{2} \mathrm{~d} s\right)<+\infty
$$

So by Novikov condition $\mathcal{E}(h)_{t}$ is a uniform integrable martingale. This means that the measure $\mathbb{Q}^{h}$ defined as

$$
\frac{\mathrm{d} \mathbb{Q}_{\mathcal{F}_{t}^{B}}^{h}}{\mathrm{~d} \mathbb{P}_{\mathcal{F}_{t}^{B}}}:=\exp \left(\int_{0}^{t} h(s) \mathrm{d} B_{s}-\frac{1}{2} \int_{0}^{t}(h(s))^{2} \mathrm{~d} s\right)
$$

is absolutely continuous with respect to $\mathbb{P}$.
Consider a function $F: C^{0}([0, \tau], \mathbb{R}) \rightarrow \mathbb{R}$ which is measurable (with respect the Borel $\sigma$-algebra of $\left.C^{0}([0, \tau], \mathbb{R})\right)$ from the space of continuous functions from $[0, \tau]$ into $\mathbb{R}$. We can compose the function $F$ with a Brownian motion $B_{t}$ obtaining

$$
F\left(B_{[0, \tau]}\right):=F(B .)
$$

(where we denote by $B_{[0, \tau]}$ the restriction of Brownian motion with respect to the time $t \in[0, \tau]$ ) which is a random variable on defined on the space $\Omega$ (since the Brownian motion can be seen as a measurable function from $\Omega$ into the space of continuous function $C^{0}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ ). The random variable $F\left(B_{[0, \tau]}\right)$ is measurable with respect to $\mathcal{F}_{\tau}^{B}=\sigma\left(B_{s} \mid s \leqslant \tau\right)$ (since we consider simply the restriction of $B$ on the times $t \in[0, \tau])$.

Theorem 5.35. Let $F$, $h$ are as above and suppose that $F\left(B_{[0, \tau]}\right) \in L^{1}(\Omega)$ then

$$
\mathbb{E}_{\mathbb{P}}\left[F\left(B_{[0, \tau]}\right)\right]=\mathbb{E}_{\mathbb{P}}\left[F\left(\left(B .-\int_{0} h(s) \mathrm{d} B_{s}\right)_{[0, \tau]}\right) \exp \left(\int_{0}^{t} h(s) \mathrm{d} B_{s}-\frac{1}{2} \int_{0}^{t}(h(s))^{2} \mathrm{~d} s\right)\right]
$$

Proof. By Theorem 5.29 the process $B_{t}^{\prime}=B_{t}-\int_{0}^{t} h(s) \mathrm{d} B_{s}$ is a Brownian motion with respect to the measure $\mathbb{Q}^{h}$ and so

$$
\mathbb{E}_{\mathbb{P}}\left[F\left(B_{[0, \tau]}\right)\right]=\mathbb{E}_{\mathbb{Q}^{h}}\left[F\left(B_{[0, \tau]}^{\prime}\right)\right]
$$

The theorem follows from the definition of $\mathbb{Q}^{h}$ and $B_{t}^{\prime}$.
Thanks to Cameron-Martin theorem above it is possible to derive a integration by parts formula which is quite important in the derivation of Malliavin calculus. We give here a special simple version of it.

Corollary 5.36. Let $G: \mathbb{R} \rightarrow \mathbb{R}$ be a $C^{1}$ bounded function with bounded derivative, then, for any $t>0$, we have

$$
\begin{equation*}
\mathbb{E}\left[G\left(B_{t}\right)\left(\int_{0}^{t} h(s) \mathrm{d} B_{s}\right)\right]=\mathbb{E}\left[G^{\prime}\left(B_{t}\right)\left(\int_{0}^{t} h(s) \mathrm{d} s\right)\right] \tag{5.6}
\end{equation*}
$$

Exercise 5.1. Fix $h \in L^{2}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ and $\lambda_{0}>0$, prove that

$$
\exp \left(\lambda_{0}\left(\sup _{t>0}\left|\int_{0}^{t} h(s) \mathrm{d} B_{s}\right|\right)\right) \in L^{1}(\Omega)
$$

Proof of Corollary 5.36. The function $F_{G}: C^{0}([0, t], \mathbb{R}) \rightarrow \mathbb{R}$ defined as $\gamma \mapsto F(\gamma):=G(\gamma(t))$ is a continuous and bounded function. We can apply Cameron-Martin theorem obtaining

$$
\begin{equation*}
\mathbb{E}\left[G\left(B_{t}\right)\right]=\mathbb{E}\left[G\left(B_{t}-\lambda \int_{0}^{t} h(s) \mathrm{d} B_{s}\right) \exp \left(\lambda \int_{0}^{t} h(s) \mathrm{d} B_{s}-\frac{\lambda^{2}}{2} \int_{0}^{t}(h(s))^{2} \mathrm{~d} s\right)\right] \tag{5.7}
\end{equation*}
$$

Consider $\lambda_{0}>0$ then, for any $0 \leqslant|\lambda| \leqslant \lambda_{0}$

$$
\begin{gathered}
\left|G\left(B_{t}-\lambda \int_{0}^{t} h(s) \mathrm{d} B_{s}\right) \exp \left(\lambda \int_{0}^{t} h(s) \mathrm{d} B_{s}-\frac{\lambda^{2}}{2} \int_{0}^{t}(h(s))^{2} \mathrm{~d} s\right)\right| \leqslant \\
\leqslant\|G\|_{L^{\infty}} \exp \left(\lambda_{0}\left(\sup _{t>0}\left|\int_{0}^{t} h(s) \mathrm{d} B_{s}\right|\right)\right)
\end{gathered}
$$

which by Exercise 5.1 is in $L^{1}(\Omega)$. Furthermore, for any $|\lambda| \leqslant \lambda_{0}-\varepsilon$ (where $\lambda_{0}>\varepsilon>0$ ) we have

$$
\begin{gathered}
\left|\partial_{\lambda}\left(G\left(B_{t}-\lambda \int_{0}^{t} h(s) \mathrm{d} B_{s}\right) \exp \left(\lambda \int_{0}^{t} h(s) \mathrm{d} B_{s}-\frac{\lambda^{2}}{2} \int_{0}^{t}(h(s))^{2} \mathrm{~d} s\right)\right)\right| \leqslant \\
\leqslant\left|G^{\prime}\left(B_{t}-\lambda \int_{0}^{t} h(s) \mathrm{d} B_{s}\right) \exp \left(\lambda \int_{0}^{t} h(s) \mathrm{d} B_{s}-\frac{\lambda^{2}}{2} \int_{0}^{t}(h(s))^{2} \mathrm{~d} s\right) \int_{0}^{t} h(s) \mathrm{d} B_{s}\right|+ \\
+\left|G\left(B_{t}-\lambda \int_{0}^{t} h(s) \mathrm{d} B_{s}\right) \exp \left(\lambda \int_{0}^{t} h(s) \mathrm{d} B_{s}-\frac{\lambda^{2}}{2} \int_{0}^{t}(h(s))^{2} \mathrm{~d} s\right)\right|\left|\left(\int_{0}^{t} h(s) \mathrm{d} B_{s}-\frac{\lambda^{2}}{2} \int_{0}^{t}(h(s))^{2} \mathrm{~d} s\right)\right| \leqslant \\
\leqslant\left(\|G\|_{L^{\infty}}+\left\|G^{\prime}\right\|_{L^{\infty}}\right) \exp \left(\left(\lambda_{0}-\varepsilon\right)\left(\sup _{t>0}\left|\int_{0}^{t} h(s) \mathrm{d} B_{s}\right|\right)\right)\left(\sup _{t>0}\left|\int_{0}^{t} h(s) \mathrm{d} B_{s}\right|\right) \leqslant \\
\leqslant C_{\lambda_{0}, \varepsilon}\left(\|G\|_{L^{\infty}}+\left\|G^{\prime}\right\|_{L^{\infty}}\right) \exp \left(\lambda_{0}\left(\sup _{t>0}\left|\int_{0}^{t} h(s) \mathrm{d} B_{s}\right|\right)\right)
\end{gathered}
$$

where we use that there is a constant $C_{\lambda_{0}, \varepsilon}$ such that for any $x>0, x \exp \left(\left(\lambda_{0}-\varepsilon\right) x\right) \leqslant C_{\lambda_{0}, \varepsilon} \exp \left(\lambda_{0} x\right)$.
Since both $G\left(B_{t}-\lambda \int_{0}^{t} h(s) \mathrm{d} B_{s}\right) \exp \left(\lambda \int_{0}^{t} h(s) \mathrm{d} B_{s}-\frac{\lambda^{2}}{2} \int_{0}^{t}(h(s))^{2} \mathrm{~d} s\right)$ and its derivative with respect to $|\lambda| \leqslant \lambda_{0}-\varepsilon$ are uniformly bounded by a $L^{1}(\Omega)$ function, we can exchange the derivative operation with the expectation in expression (5.7). This means that taking the derivative in 0 with respect to $\lambda$ at both sides of expression (5.7) we get

$$
0=-\mathbb{E}\left[G^{\prime}\left(B_{t}\right) \int_{0}^{t} h(s) \mathrm{d} B_{s}\right]+\mathbb{E}\left[G\left(B_{t}\right) \int_{0}^{t} h(s) \mathrm{d} B_{s}\right] .
$$

Remark 5.37. A particular case of expression (5.6) is when $h(s)=\mathbb{I}_{[0, t]}(s)$ which gives

$$
\mathbb{E}\left[G\left(B_{t}\right) B_{t}\right]=t \mathbb{E}\left[G^{\prime}\left(B_{t}\right)\right]
$$

which is equivalent to write

$$
\int_{\mathbb{R}} G(x) x \gamma_{t}(\mathrm{~d} x)=t \int_{\mathbb{R}} G^{\prime}(x) \gamma_{t}(\mathrm{~d} x)
$$

where $\gamma_{t}(\mathrm{~d} x)=\frac{1}{\sqrt{2 \pi t}} \exp \left(-\frac{x^{2}}{2 t}\right)$.

### 5.2.4.2 Law of hitting times for Brownian motion with drift

Using the Cameron-Marint theorem is it possible to hitting time of the Brownian motion with a drift $c \in \mathbb{R}$. Let $a>0$ and consider

$$
\begin{equation*}
T_{a, c}=\inf \left\{t \geqslant 0, B_{t}+c t=a\right\} . \tag{5.8}
\end{equation*}
$$

Lemma 5.38. (Reflection principle) Let $B_{t}$ be a Brownian motion and $a \geqslant 0$ then

$$
\mathbb{P}\left(\left(\sup _{s \leqslant t} B_{t}\right) \geqslant a\right)=2 \mathbb{P}\left(B_{t} \geqslant a\right) .
$$

Proof. The stopping time $T_{a}:=T_{a, 0}$ then the process $X_{t}=B_{T_{a}+t}-B_{T_{a}}=B_{T_{a}+t}-a$ is a Brownian motion independent of the $\sigma$-algebra $\mathcal{F}_{T_{a}}$ (Proof for exercise). The we have

$$
\begin{aligned}
\mathbb{P}\left(\left(\sup _{s \leqslant t} B_{t}\right) \geqslant a\right) & =\mathbb{P}\left(\left(\sup _{s \leqslant t} B_{t}\right) \geqslant a, B_{t} \geqslant a\right)+\mathbb{P}\left(\left(\sup _{s \leqslant t} B_{t}\right) \geqslant a, B_{t}<a\right) \\
& =\mathbb{P}\left(B_{t} \geqslant a\right)+\mathbb{P}\left(\left(\sup _{s \leqslant t} B_{t}\right) \geqslant a, B_{t}<a\right) \\
& =\mathbb{P}\left(B_{t} \geqslant a\right)+\mathbb{P}\left(\left(\sup _{s \leqslant t} B_{t}\right) \geqslant a, X_{t-T_{a}}<0\right) \\
& =\mathbb{P}\left(B_{t} \geqslant a\right)+\mathbb{P}\left(T_{a} \leqslant t, X_{t-T_{a}}<0\right)
\end{aligned}
$$

where we have that the equality of sets

$$
\left\{T_{a} \leqslant t\right\}=\left\{\left(\sup _{s \leqslant t} B_{t}\right) \geqslant a\right\} .
$$

Since $\left\{T_{a} \leqslant t\right\} \in \mathcal{F}_{T_{a}}, X_{t-T_{a}}$ is independent of $\mathcal{F}_{T_{a}}$, and $X_{t-T_{a}}$ has the same distibution of $-X_{t-T_{a}}$ (being $X$ a Brownian motion) we get

$$
\mathbb{P}\left(T_{a} \leqslant t, X_{t-T_{a}}<0\right)=\mathbb{P}\left(T_{a} \leqslant t, X_{t-T_{a}}>0\right)
$$

and so

$$
\mathbb{P}\left(T_{a} \leqslant t, X_{t-T_{a}}<0\right)=\mathbb{P}\left(T_{a} \leqslant t, B_{t}-a>0\right)=\mathbb{P}\left(T_{a} \leqslant t, B_{t}>a\right)=\mathbb{P}\left(B_{t}>a\right)=\mathbb{P}\left(B_{t} \geqslant a\right) .
$$

Corollary 5.39. We have that the density of the random variable $T_{a, 0}$ is

$$
f_{T_{a, 0}}(t)=\mathbb{I}_{[0,+\infty)}(t) \frac{a}{\sqrt{2 \pi s^{3}}} e^{-\frac{a^{2}}{2 s}}
$$

Thanks to Cameron-Martin theorem we can prove that:
Theorem 5.40. We have that the density of the random variable $T_{a, c}$ is

$$
f_{T_{a, c}}(s)=\mathbb{I}_{[0,+\infty)}(s) \frac{a}{\sqrt{2 \pi s^{3}}} \exp \left(c a-\frac{1}{2} c^{2} s-\frac{a^{2}}{2 s}\right)
$$

Proof. Consider

$$
h_{U}(t)=c \mathbb{I}_{[0, U]}(t),
$$

and the functions

$$
\begin{gathered}
F_{U, a}^{c}(\gamma)=\mathbb{I}_{\left\{\sup _{s \leqslant U}(\gamma(s)+c s) \geqslant a\right\}} \\
F_{U, a}(\gamma)=\mathbb{I}_{\left\{\sup _{s \leqslant U \gamma}(s) \geqslant a\right\}} .
\end{gathered}
$$

It is clear that

$$
F_{U, a}\left(\gamma(\cdot)+\int_{0}^{\cdot} h(s) \mathrm{d} s\right)=F_{U, a}(\gamma(\cdot)+c \cdot)=F_{U, a}^{c}(\gamma) .
$$

Thus we have that

$$
\begin{gathered}
\mathbb{P}\left(T_{a} \leqslant U\right)=\mathbb{P}\left(\sup _{s \leqslant U}\left(B_{t}+c t\right) \geqslant a\right)=\mathbb{E}\left[F_{U, a}^{c}(B .)\right]= \\
=\mathbb{E}\left[F_{U, a}(B .+c \cdot)\right]=\mathbb{E}\left[F_{U, a}(B .) \exp \left(c \int_{0}^{t} \mathrm{~d} B_{s}-\frac{1}{2} c^{2} t\right)\right]= \\
=\mathbb{E}\left[F_{U, a}(B .) \mathbb{E}\left[\left.\exp \left(c \int_{0}^{t} \mathrm{~d} B_{s}-\frac{1}{2} c^{2} t\right) \right\rvert\, \mathcal{F}_{T_{a}}\right]\right]=\mathbb{E}\left[F_{U, a}(B .) \exp \left(c \int_{0}^{T_{a}} \mathrm{~d} B_{s}-\frac{1}{2} c^{2} T_{a}\right)\right]= \\
=\mathbb{E}\left[\mathbb{I}_{\left\{T_{a} \leqslant U\right\}} \exp \left(c B_{T_{a}}-\frac{1}{2} c^{2} T_{a}\right)\right]=\mathbb{E}\left[\mathbb{I}_{\left\{T_{a} \leqslant U\right\}} \exp \left(c a-\frac{1}{2} c^{2} T_{a}\right)\right] \\
=\int_{0}^{U} f_{T_{a, 0}}(t) \exp \left(c a-\frac{1}{2} c^{2} t\right) \mathrm{d} t=\int_{0}^{U} \frac{a}{\sqrt{2 \pi t^{3}}} \exp \left(c a-\frac{1}{2} c^{2} t-\frac{a^{2}}{2 t}\right) \mathrm{d} t .
\end{gathered}
$$

## Chapter 6 <br> Stochastic differential equations

### 6.1 Definition

Fix a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and two natural numbers $n, m \in \mathbb{N}$, and consider two (Borelmeasurable) maps

$$
\begin{gathered}
\mu:=\left(\mu^{k}\right)_{k=1, \ldots, m}: \mathbb{R}_{+} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m} \\
\sigma:=\left(\sigma_{j}^{k}\right)_{k=1, \ldots, m, j=1, \ldots, n}: \mathbb{R}_{+} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n \times m}:=\operatorname{Mat}(m, n)
\end{gathered}
$$

Let $\bar{B}=\left(B^{1}, \ldots, B^{n}\right)$ be a $n$-dimensional Brownian motion and consider the filtration

$$
\mathcal{F}_{t}=\sigma\left(\mathcal{F}_{0}, \mathcal{F}_{t}^{\bar{B}}\right)
$$

where $\mathcal{F}_{t}^{\bar{B}}=\sigma\left(B_{s} \mid s \leqslant t\right)$ is the natural $\sigma$-algebra generated by the Brownian motion $\bar{B}$ and $\mathcal{F}_{0}$ is some $\sigma$-algebra independent of $\mathcal{F}_{t}^{\bar{B}}$ for every $t \geqslant 0$ (i.e. $\mathcal{F}_{0}$ is independent of $\bar{B}$ ).
Definition 6.1. Consider $Y=\left(Y^{1}, \ldots, Y^{m}\right)$ an $\mathcal{F}_{0}$-measurable random variable taking values in $\mathbb{R}^{m}$ and let $X:=\left(X^{1}, \ldots, X^{m}\right): \mathbb{R}_{+} \times \Omega \rightarrow \mathbb{R}^{n}$ be a continuous process adapted with respect to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$(generated by $\mathcal{F}_{0}$ and $\mathcal{F}_{t}^{\bar{B}}$ ). Furthermore, suppose that for the process $X_{t}$ we have, for any $t \geqslant 0$,

$$
\int_{0}^{t}\left|\mu^{k}\left(s, X_{s}\right)\right| \mathrm{d} s, \int_{0}^{t}\left|\sigma_{j}^{k}\left(s, X_{s}\right)\right|^{2} \mathrm{~d} s<+\infty
$$

almost surely. Then we say that $X_{t}$ is a strong solution to the stochastic differential equation with coefficients $(\mu, \sigma)$ driven by the $n$-dimensional Brownian motion $\bar{B}$ and with initial condition $\boldsymbol{Y}$ if $X_{t}$ is adapted with respect to the filtration $\sigma\left(Y, \mathcal{F}_{t}^{\bar{B}}\right)$ and, for any $t \geqslant 0$ and $k=1, \ldots, m$, we have

$$
X_{t}^{k}=Y^{k}+\int_{0}^{t} \mu^{k}\left(s, X_{s}\right) \mathrm{d} s+\sum_{j=1}^{n} \int_{0}^{t} \sigma_{j}^{k}\left(s, X_{s}\right) \mathrm{d} B_{s}^{j}
$$

Remark 6.2. If $X_{t}$ satisfies Definition 6.1 we, also, say that $X_{t}$ satisfies the $\operatorname{SDE}(\mu, \sigma)$ with initial condition $Y$. If $X_{t}$ satisfies the $\operatorname{SDE}(\mu, \sigma)$, then $X_{t}$ is a continuous semimartingale and we write

$$
\mathrm{d} X_{t}=\mu\left(t, X_{t}\right) \mathrm{d} t+\sigma\left(t, X_{t}\right) \cdot \mathrm{d} \bar{B}_{t}, \quad X_{0}=Y
$$

Remark 6.3. Hereafter, we denote by

$$
L^{0}(\mathcal{G})
$$

the set of all functions that are measurable with respect to the $\sigma$-algebra $\mathcal{G}$.
Remark 6.4. By Definition of strong solution we get that there is a function $F: \mathbb{R}_{+} \times L^{0}\left(\mathcal{F}_{0}\right) \times$ $C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ such that, for any $\tau>0$, the restriction $\left.F\right|_{[0, \tau]}:[0, \tau] \times L^{0}\left(\mathcal{F}_{0}\right) \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ is $\mathcal{B}([0, \tau]) \otimes \mathcal{B}\left(L^{0}\left(\mathcal{F}_{0}\right)\right) \otimes \mathcal{F}_{\tau}^{\bar{B}}$-measurable (i.e. the map $F$ is progressive), and

$$
X_{t}=F\left(t, Y, B_{[0, t]}\right)
$$

### 6.1.1 Some examples

### 6.1.1.1 The geometric Brownian motion

In the case $m=n=1$, consider the following SDE

$$
\begin{equation*}
\mathrm{d} X_{t}=A X_{t} \mathrm{~d} t+C X_{t} \mathrm{~d} B_{t}, \quad X_{0}=Y \tag{6.1}
\end{equation*}
$$

where $A, B \in \mathbb{R}$. Solutions to equation (6.1) are called geometric Brownian motions. It is possible to find a function $F: \mathbb{R}_{+} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
X_{t}=F\left(t, Y, B_{t}\right),
$$

(note that, in this case, the solution $F$ depends on the Brownian motion $B_{t}$ only at time $t$ on not on the whole interval $[0, t])$. Indeed, suppose that $F \in C^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R} \times \mathbb{R}, \mathbb{R}\right)$ then, by Ito formula, we have

$$
\mathrm{d} X_{t}=\mathrm{d} F\left(t, Y, B_{t}\right)=\left(\partial_{t} F\left(t, Y, B_{t}\right)+\frac{1}{2} \partial_{B}^{2} F\left(t, Y, B_{t}\right)\right) \mathrm{d} t+\partial_{B} F\left(t, Y, B_{t}\right) \mathrm{d} B_{t} .
$$

If we want that $X_{t}=F\left(t, Y, B_{t}\right)$ is solution to equation (6.1), then we must have

$$
\begin{align*}
Y & =F\left(0, Y, B_{0}\right)  \tag{6.2}\\
A X_{t}=A F\left(t, Y, B_{t}\right) & =\left(\partial_{t} F\left(t, Y, B_{t}\right)+\frac{1}{2} \partial_{B}^{2} F\left(t, Y, B_{t}\right)\right),  \tag{6.3}\\
C X_{t}=C F\left(t, Y, B_{t}\right) & =\partial_{B} F\left(t, Y, B_{t}\right) . \tag{6.4}
\end{align*}
$$

From equation (6.4) we get

$$
F\left(t, Y, B_{t}\right)=G(t, Y) e^{C B_{t}}
$$

for some function $G: \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{R}$. From equation (6.3) we obtain

$$
\partial_{t} G(t, Y)+\frac{1}{2} C^{2} G(t, Y)=A G(t, Y),
$$

and so

$$
G(t, Y)=H(Y) e^{\left(A-\frac{1}{2} C^{2}\right) t}
$$

Finally, by equation (6.2) we get $H(Y)=Y$ and therefore

$$
F\left(t, Y, B_{t}\right)=Y e^{\left(A-\frac{1}{2} C^{2}\right) t+C B_{t}}
$$

This means that equation (6.1) admits a strong that has the form

$$
\begin{equation*}
X_{t}=Y e^{\left(A-\frac{1}{2} C^{2}\right) t+C B_{t}} \tag{6.5}
\end{equation*}
$$

Remark 6.5. By Theorem 6.16 below, expression (6.5) gives the unique strong solution to equation (6.1).

### 6.1.1.2 Ornstein-Uhlenbeck process

Let $m=n=1$ and consider the SDE

$$
\begin{equation*}
\mathrm{d} X_{t}=A X_{t}+C \mathrm{~d} W_{t}, \quad X_{t}=Y \tag{6.6}
\end{equation*}
$$

where $A, C \in \mathbb{R}$. The solutions to equation (6.6) are called Ornstein-Uhlenbeck processes. We can provide an explicit solution to the previous equation. Indeed, consider

$$
\tilde{X}_{t}=e^{-A t} X_{t}
$$

then we have

$$
\mathrm{d} \tilde{X}_{t}=-A e^{-A t} X_{t} \mathrm{~d} t+e^{-A t} \mathrm{~d} X_{t}=-A e^{-A t} X_{t} \mathrm{~d} t+A e^{-A t} X_{t} \mathrm{~d} t+C e^{-A t} \mathrm{~d} B_{t}=C e^{-A t} \mathrm{~d} B_{t} .
$$

Since $\tilde{X}_{0}=e^{-A 0} X_{0}=Y$, we get that

In this way, we obtain

$$
\tilde{X}_{t}=Y+C \int_{0}^{t} e^{-A s} \mathrm{~d} B_{s}
$$

$$
\begin{equation*}
X_{t}=e^{A t} Y+C \int_{0}^{t} e^{A(t-s)} \mathrm{d} B_{s} . \tag{6.7}
\end{equation*}
$$

From the previous expression it is clear that equation (6.6) has a strong solution which is given by expression (6.7). In this case the function $F$ of Remark 6.4 is given by

$$
F\left(t, Y, B_{[0, t]}\right)=e^{A t} Y+\int_{0}^{t} e^{A(t-s)} \mathrm{d} B_{s}=e^{A t} Y+C \lim _{\pi \rightarrow 0} \sum_{t_{k} \in \pi^{t} \backslash\{0\}} e^{-A\left(t-t_{k-1}\right)}\left(B_{t_{k}}-B_{t_{k-1}}\right) .
$$

Differently from the geometric Brownian motion case, the function $F$ giving the solution to Orn-stein-Uhlenbeck process equation depends on the values of Brownian motion $B$ on the whole interval $[0, t]$ and not only on the Brownian motion $B_{t}$ evaluated at the final time $t$.

### 6.2 Uniform Lipschitz case

### 6.2.1 Existence

Definition 6.6. We say that $\mu$ and $\sigma$ (as in Section 6.1) satisfy a uniform Lipschitz condition (or assumption A) if there is a constant $K$ such that, for any $k=1, \ldots, m, j=1, \ldots, n$ and any $t \geqslant 0$, we have

$$
\begin{aligned}
\left|\mu^{k}(t, x)\right| \leqslant K(1+|x|), & \left|\sigma_{j}^{k}(t, x)\right| \leqslant K(1+|x|) \\
\left|\mu^{k}(t, x)-\mu^{k}(t, y)\right| \leqslant K|x-y|, & \left|\sigma_{j}^{k}(t, x)-\sigma_{j}^{k}(t, y)\right| \leqslant K|y-x| .
\end{aligned}
$$

Remark 6.7. Let $\lambda>0$ we define the space

$$
\mathcal{X}_{\lambda}:=\left\{X \mid X \text { continuous adapted process, }\|X\|_{\lambda}<+\infty\right\},
$$

where

$$
\|X\|_{\lambda}^{2}:=\sup _{T \geqslant 0} e^{-2 \lambda T} \mathbb{E}\left[\sup _{0 \leqslant t \leqslant T}\left|X_{t}\right|^{2}\right] .
$$

Furthermore, if $Y \in L^{2}\left(\Omega, \mathcal{F}_{0}, \mathbb{P}\right)$ we write

$$
\mathcal{X}_{\lambda}:=\left\{X \in \mathcal{X}_{\lambda} \mid X_{0}=Y\right\} .
$$

Exercise 6.1. Prove that $\left(\mathcal{X}_{\lambda},\|\cdot\|_{\lambda}\right)$ is a Banach space (i.e. $\|\cdot\|_{\lambda}$ is a norm and $\mathcal{X}_{\lambda}$ is complete with respect to it). Furthermore, show that for any $\lambda>0$ we have

$$
\|X\|_{\lambda}^{2} \leqslant \mathbb{E}\left[\sup _{t \geqslant 0}\left\{e^{-2 \lambda t}\left|X_{t}\right|^{2}\right\}\right] \leqslant\|X\|_{\lambda / 2}^{2} .
$$

Theorem 6.8. Suppose that $(\mu, \sigma)$ satisfy assumption $A$, and suppose that $Y \in L^{2}\left(\Omega, \mathcal{F}_{0}, \mathbb{P}\right)$. Then there exists $\lambda_{0}>0$, for which there is a continuous adapted process $X_{t}$ strong solution to the SDE $(\mu, \sigma)$ with initial condition $Y$ such that, for any $\lambda>\lambda_{0}$,

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \geqslant 0}\left(e^{-2 \lambda t}\left|X_{t}\right|^{2}\right)\right]<+\infty \tag{6.8}
\end{equation*}
$$

Furthermore, $X_{t}$ is the unique strong solution to the $\operatorname{SDE}(\mu, \sigma)$ with initial condition $Y$ satisfying (6.8).

Theorem 6.9. (Banach fixed point theorem) Let $(\mathcal{X}, d)$ be a (complete) metric space and let $T: \mathcal{X} \rightarrow \mathcal{X}$ be a map such that there is $0 \leqslant k<1$ for which, for any $x, y \in \mathcal{X}$, we have

$$
d(T(x), T(y)) \leqslant k d(x, y)
$$

Then the map $T$ admits a unique fixed point, i.e. there is only one $\tilde{x} \in \mathcal{X}$ such that

$$
T(\tilde{x})=\tilde{x}
$$

Furthermore, for any $x_{0} \in \mathcal{X}$, we have that the sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}} \subset \mathcal{X}$, defined by recursion as

$$
x_{1}=T\left(x_{0}\right), \quad x_{n+1}=T\left(x_{n}\right),
$$

converges to $\tilde{x}$.
Proof. The proof can be found in [6] Chapter 9 Theorem 9.23.
Proof of Theorem 6.8. By Exercise 6.1, for any $\lambda^{\prime}>0$ and $Y \in L^{2}\left(\Omega, \mathcal{F}_{0}, \mathbb{P}\right)$, the set $\mathcal{X}_{\lambda^{\prime}}^{Y}$ with distance $d(\cdot, \cdot)=\|\cdot-\cdot\|_{\lambda}$ is a complete metric space. Furthermore, if $X \in \mathcal{X}_{\lambda^{\prime}}^{Y}$ then

$$
\mathbb{E}\left[\sup _{t \geqslant 0}\left|e^{-2 \lambda^{\prime} t} X_{t}\right|^{2}\right] \leqslant\|X\|_{\lambda^{\prime}}^{2},
$$

and thus $X$ satisfies the condition (6.8) for $\lambda=2 \lambda^{\prime}$. This means that if we prove that there is a unique $X$ a strong solution to the $\operatorname{SDE}(\mu, \sigma)$ and initial condition $Y$ such that $X \in \mathcal{X}_{\lambda^{\prime}}^{Y}$ for any $\lambda^{\prime}>\lambda_{0}^{\prime}$ Theorem 6.8 is proved with $\lambda_{0}=2 \lambda_{0}^{\prime}$.

For this reason, we will prove that there is $\lambda_{0}^{\prime}>0$ such that for any $\lambda^{\prime}>\lambda_{0}^{\prime}$ the $\operatorname{SDE}(\mu, \sigma)$ admits a unique strong solution in $\mathcal{X}_{\lambda^{\prime}}^{Y}$.

In order to prove the previous statement we will use Banach fixed point theorem. Consider the map $T$ defined on the set of continuous adapted processes on $\mathbb{R}^{m}$ and taking values in the set of continuous adapted process on $\mathbb{R}^{m}$ such that for any continuous adapted process $X$ we have

$$
\begin{equation*}
T(X)^{k}=Y+\int_{0}^{\cdot} \mu^{k}\left(s, X_{s}\right) \mathrm{d} s+\sum_{j=1}^{n} \int_{0}^{\cdot} \sigma_{j}^{k}\left(s, X_{s}\right) \mathrm{d} B_{s}^{j} \tag{6.9}
\end{equation*}
$$

for $k=1, \ldots, m$. Since $\mu, \sigma$ satisfy assumption A, we have that

$$
\left|\mu^{k}\left(s, X_{s}\right)\right| \leqslant K\left(1+\left|X_{s}\right|\right), \quad\left|\sigma_{j}^{k}\left(s, X_{s}\right)\right|^{2} \leqslant K^{2}\left(1+\left|X_{s}\right|\right)^{2}
$$

and so the Riemann-Stieltjes integral and the Ito integrals in equation (6.9) are well defined, and thus $T$ is well defined. Furthermore $X$ is a strong solution to the $\operatorname{SDE}(\mu, \sigma)$ with initial condition $Y$ if and only if $X=T(X)$ and thus if and only if $X$ is a fix point of the map $T$. Thus, if $T$ satisfy the hypotheses of Banach fix point theorem on $\mathcal{X}_{\lambda^{\prime}}^{Y}$ for $\lambda^{\prime}$ big enough, we can exploit Banach fix point theorem for proving that $T$ has a unique fix point in $\mathcal{X}_{\lambda^{\prime}}^{Y}$ for $\lambda^{\prime}$ big enough, concluding in this way the proof.

In order to apply Theorem 6.9 we have to prove that for any $\lambda^{\prime}>\lambda_{0}^{\prime}$ there is $k<1$ for which for any $X, Z \in \mathcal{X}_{\lambda^{\prime}}^{Y}$ we have

1. $T(X) \in \mathcal{X}_{\lambda^{\prime}}^{Y}$,
2. $\|T(X)-T(Z)\|_{\lambda^{\prime}} \leqslant k\|X-Z\|_{\lambda^{\prime}}$.

Fix $k=1, \ldots, m$, and $\lambda^{\prime}, T>0$, then we have

$$
\begin{aligned}
& e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\sup _{t \leqslant T}\left|\sum_{j=1}^{n} \int_{0}^{t} \sigma_{j}^{k}\left(s, X_{s}\right) \mathrm{d} B_{s}^{j}\right|^{2}\right] \\
\text { (Doob martingale inequality) } & \leqslant e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\left|\sum_{j=1}^{n} \int_{0}^{T} \sigma_{j}^{k}\left(s, X_{s}\right) \mathrm{d} B_{s}^{j}\right|^{2}\right] \\
\text { (Ito isometry) } & \leqslant e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\sum_{j=1}^{n} \int_{0}^{T}\left|\sigma_{j}^{k}\left(s, X_{s}\right)\right|^{2} \mathrm{~d} s\right] \\
\text { (Assumption A) } & \leqslant e^{-2 \lambda^{\prime} T}\left(\sum_{k=1}^{n} \mathbb{E}\left[\int_{0}^{T} K^{2}\left(1+\left|X_{s}\right|\right)^{2} \mathrm{~d} s\right]\right) \\
& \leqslant 2 n K^{2} \int_{0}^{T} e^{-2 \lambda^{\prime} T} \mathbb{E}\left[1+\left|X_{s}\right|^{2}\right] \mathrm{d} s \\
& \leqslant \frac{n K^{2}}{\lambda^{\prime}}+2 n K^{2} \int_{0}^{T} e^{-2 \lambda^{\prime}(T-s)}\left(e^{-2 \lambda^{\prime} s} \mathbb{E}\left[\sup _{\ell \leqslant s}\left|X_{\ell}\right|^{2}\right]\right) \mathrm{d} s \\
& \leqslant \frac{n K^{2}}{\lambda^{\prime}}+2 n K^{2}\left(\int_{0}^{T} e^{-2 \lambda^{\prime}(T-s)} \mathrm{d} s\right)\left(\sup _{s \geqslant 0}^{-2 \lambda^{\prime} s} \mathbb{E}\left[\sup _{\ell \leqslant s}\left|X_{\ell}\right|^{2}\right]\right) \\
& \leqslant \frac{n K^{2}}{\lambda^{\prime}}+\frac{n K^{2}}{\lambda^{\prime}}\left(1-e^{-2 \lambda^{\prime} T}\right)\|X\|_{\lambda^{\prime}}^{2} \\
& \leqslant \frac{n K^{2}}{\lambda^{\prime}}\left(1+\|X\|_{\lambda^{\prime}}^{2}\right)
\end{aligned}
$$

where we used that $\int_{0}^{T} e^{-2 \lambda^{\prime}(T-s)} \mathrm{d} s \leqslant \int_{0}^{T} e^{-2 \lambda^{\prime} s} \mathrm{~d} s$. This implies that

$$
\begin{aligned}
\left\|\sum_{k=1}^{n} \int_{0} \sigma_{j}^{k}\left(s, X_{s}\right) \mathrm{d} B_{s}^{j}\right\|_{\lambda}^{2} & =\sup _{T \geqslant 0} e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\sup _{t \leqslant T}\left|\sum_{k=1}^{n} \int_{0}^{t} \sigma_{j}^{k}\left(s, X_{s}\right) \mathrm{d} B_{s}^{j}\right|^{2}\right] \\
& \leqslant \frac{n K^{2}}{\lambda^{\prime}}\left(1+\|X\|_{\lambda^{\prime}}^{2}\right)
\end{aligned}
$$

We have also that, for any $\lambda^{\prime} \geqslant 1$,

$$
\begin{aligned}
& e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\sup _{t \leqslant T}\left|\int_{0}^{t} \mu^{k}\left(s, X_{s}\right) \mathrm{d} s\right|^{2}\right] \\
& \leqslant e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\sup _{t \leqslant T}\left(\int_{0}^{t}\left|\mu^{k}\left(s, X_{s}\right)\right| \mathrm{d} s\right)^{2}\right] \\
& \leqslant e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\left(\int_{0}^{T}\left|\mu^{k}\left(s, X_{s}\right)\right| \mathrm{d} s\right)^{2}\right] \\
& \leqslant e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\left(\int_{0}^{T} \frac{(1+|T-s|)}{(1+|T-s|)}\left|\mu^{k}\left(s, X_{s}\right)\right| \mathrm{d} s\right)^{2}\right] \\
\text { (Cauchy-Schwarz ineq.) } & \leqslant\left(\int_{0}^{T} \frac{1}{1+|T-s|^{2}} \mathrm{~d} s\right) e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\int_{0}^{T}(1+|T-s|)^{2}\left|\mu^{k}\left(s, X_{s}\right)\right|^{2} \mathrm{~d} s\right] \\
& \leqslant 4 K^{2} \operatorname{artan}(T) \int_{0}^{T} e^{-2 \lambda^{\prime}(T-s)}\left(1+|T-s|^{2}\right)\left\{e^{-2 \lambda^{\prime} s}\left(1+\mathbb{E}\left[\left|X_{s}\right|^{2}\right]\right)\right\} \mathrm{d} s \\
& \leqslant 2 K^{2} \pi\left(\int_{0}^{T} e^{-2 \lambda^{\prime}(T-s)}\left(1+|T-s|^{2}\right) \mathrm{d} s\right)\left(1+\|X\|_{\lambda^{\prime}}^{2}\right) \\
& \leqslant 2 K^{2} \pi\left(\int_{0}^{+\infty} e^{-2 \lambda^{\prime} s}\left(1+s^{2}\right) \mathrm{d} s\right)\left(1+\|X\|_{\lambda^{\prime}}^{2}\right) \\
& \leqslant \frac{C K^{2} \pi}{\lambda^{\prime}}\left(1+\|X\|_{\lambda^{\prime}}^{2}\right),
\end{aligned}
$$

where we use that

$$
\int_{0}^{+\infty} e^{-2 \lambda^{\prime} s}\left(1+s^{2}\right) \mathrm{d} s \leqslant \frac{1}{2 \lambda^{\prime}} \int_{0}^{+\infty} e^{-s}\left(1+\frac{s^{2}}{4 \lambda^{\prime 2}}\right) \mathrm{d} s \leqslant \frac{1}{2 \lambda^{\prime}} \int_{0}^{+\infty} e^{-s}\left(1+s^{2}\right) \mathrm{d} s \leqslant \frac{C}{2 \lambda^{\prime}}
$$

for some constant $C>0$ (not depending on $\lambda^{\prime} \geqslant 1$ ). This means that, for $\lambda^{\prime} \geqslant 1$,

$$
\begin{aligned}
\|T(X)\|_{\lambda^{\prime}} & \leqslant \sum_{k=1}^{m}\left\|T(X)^{k}\right\|_{\lambda^{\prime}} \\
& \leqslant m\|Y\|_{L^{2}(\Omega)}+\sum_{k=1}^{m}\left\|\int_{0}^{\cdot} \mu^{k}\left(s, X_{s}\right) \mathrm{d} s\right\|_{\lambda^{\prime}}+\sum_{k=1}^{m}\left\|\sum_{j=1}^{n} \int_{0} \sigma_{j}^{k}\left(s, X_{s}\right) \mathrm{d} B_{s}^{j}\right\|_{\lambda^{\prime}} \\
& \leqslant m\left(\|Y\|_{L^{2}(\Omega)}+\left[\sqrt{\frac{n K^{2}}{\lambda^{\prime}}}+\sqrt{\frac{C K^{2} \pi}{\lambda^{\prime}}}\right]\left(1+\|X\|_{\lambda^{\prime}}\right)\right)
\end{aligned}
$$

which is bounded when $X \in \mathcal{X}_{\lambda^{\prime}}^{Y}$. This prove that $T(X) \in \mathcal{X}_{\lambda^{\prime}}^{Y}$ when $X \in \mathcal{X}_{\lambda^{\prime}}^{Y}$ for $\lambda^{\prime} \geqslant 1$.
Suppose now that $X, Z \in \mathcal{X}_{\lambda^{\prime}}^{Y}$, fix $k=1, \ldots, m$ and $\lambda^{\prime} \geqslant 1$, then, using the same steps as above and the second condition of assumption A , we get

$$
\begin{aligned}
& e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\sup _{t \leqslant T}\left|\sum_{j=1}^{n} \int_{0}^{t} \sigma_{j}^{k}\left(s, X_{s}\right) \mathrm{d} B_{s}^{j}-\sum_{k=1}^{n} \int_{0}^{t} \sigma_{j}^{k}\left(s, Z_{s}\right) \mathrm{d} B_{s}^{j}\right|^{2}\right] \\
\leqslant & e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\sum_{j=1}^{n} \int_{0}^{T}\left(\sigma_{j}^{k}\left(s, X_{s}\right)-\sigma\left(s, Z_{s}\right)\right)^{2} \mathrm{~d} s\right] \\
\leqslant & \sum_{j=1}^{n} K^{2} \int_{0}^{T} e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\left|X_{s}-Z_{s}\right|^{2}\right] \mathrm{d} s \\
\leqslant & \frac{n K^{2}}{2 \lambda^{\prime}}\|X-Z\|_{\mathcal{X}_{\lambda^{\prime}},}
\end{aligned}
$$

Furthermore, we have, for $\lambda^{\prime} \geqslant 1$,

$$
e^{-2 \lambda^{\prime} T} \mathbb{E}\left[\sup _{t \leqslant T}\left|\int_{0}^{t} \mu^{k}\left(s, X_{s}\right) \mathrm{d} s-\sum_{k=1}^{n} \int_{0}^{t} \mu^{k}\left(s, Z_{s}\right) \mathrm{d} s\right|^{2}\right] \leqslant \frac{C K^{2} \pi}{2 \lambda^{\prime}}\|X\|_{\lambda^{\prime}}^{2}
$$

Using the previous inequality, we get

$$
\begin{aligned}
\|T(X)-T(Z)\|_{\lambda^{\prime}} \leqslant & \sum_{k=1}^{m}\left\|\int_{0}^{\cdot} \mu^{k}\left(s, X_{s}\right) \mathrm{d} s-\int_{0} \mu^{k}\left(s, Z_{s}\right) \mathrm{d} s\right\|_{\lambda^{\prime}} \\
& +\sum_{k=1}^{m}\left\|\sum_{j=1}^{n} \int_{0} \sigma_{j}^{k}\left(s, X_{s}\right) \mathrm{d} B_{s}^{j}-\sum_{j=1}^{n} \int_{0} \sigma_{j}^{k}\left(s, Z_{s}\right) \mathrm{d} B_{s}^{j}\right\|_{\lambda^{\prime}} \\
\leqslant & \left(\frac{m \sqrt{n K^{2}}+m \sqrt{\pi^{2} K^{2} C}}{\sqrt{2 \lambda^{\prime}}}\right)\|X-Z\|_{\lambda^{\prime} .}
\end{aligned}
$$

This means that if $\lambda^{\prime}>\max \left(1, m^{2} n K^{2}+m^{2} \pi^{2} K^{2} C\right)$ we have that there is $k<1$ for which

$$
\|T(X)-T(Z)\|_{\lambda^{\prime}} \leqslant k\|X-Z\|_{\lambda^{\prime}}
$$

### 6.2.2 Uniqueness

It is possible to improve the uniqueness result proved in Theorem 6.8.
First, we introduce the notion of weak solution of a SDE.
Definition 6.10. Let $\bar{B}_{t}$ be a ( $\mathbb{R}^{n}$ dimensional-) Brownian motion on $(\Omega, \mathcal{F}, \mathbb{P})$ and let $\left\{\mathcal{J}_{t}\right\}_{t \in \mathbb{R}_{+}}$ be a filtration. We say that $\bar{B}_{t}$ is a $\mathcal{J}_{t}$-Brownian motion if

1. $\bar{B}_{t}$ is adapted with respect to $\left\{\mathcal{J}_{t}\right\}_{t \in \mathbb{R}_{+}}$;
2. for every $\tau>0$, the sigma algebra $\sigma\left(\bar{B}_{t}-\bar{B}_{\tau} \mid t \geqslant \tau\right)$ is independent of $\mathcal{J}_{t}$.

Remark 6.11. If $\mathcal{J}_{t}=\mathcal{F}_{t}=\sigma\left(\mathcal{F}_{0}, \mathcal{F}_{t}^{\bar{B}}\right)$ (i.e. the filtration introduced in Section 6.1), then the $n$ dimensional Brownian motion $\bar{B}$ is also a $\mathcal{J}_{t}=\mathcal{F}_{t}$ Brownian motion.

Definition 6.12. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space with a filtration $\left\{\mathcal{J}_{t}\right\}_{t \in \mathbb{R}_{+}}$. We say that a pair $(X, \bar{B})$ of $\left(\mathcal{J}_{t}\right)$-adapted continuous processes is a weak solution to the SDE with coefficient $(\mu, \sigma)$ with initial condition $Y$ if $\bar{B}$ is a $n$ dimensional $\mathcal{J}_{t}$-Brownian motion and if, for any $t \geqslant 0$ and $k=1, \ldots, m$, we have

$$
\begin{equation*}
X_{t}^{k}=Y^{k}+\int_{0}^{t} \mu^{k}\left(s, X_{s}\right) \mathrm{d} s+\sum_{j=1}^{n} \int_{0}^{t} \sigma_{j}^{k}\left(s, X_{s}\right) \mathrm{d} B_{s}^{j} \tag{6.10}
\end{equation*}
$$

We can introduce a notion of uniqueness for weak solution.
Definition 6.13. Let $(\mu, \sigma)$ and $Y$ as in Section 6.1 and $(\Omega, \mathcal{F}, \mathbb{P})$ and $\left\{\mathcal{J}_{t}\right\}_{t \in \mathbb{R}_{+}}$as in Definition 6.12, we say that the $\operatorname{SDE}(\mu, \sigma)$ with initial condition $Y$ satisfies the pathwise uniqueness if, for any $n$ dimensional $\mathcal{J}_{t}$-Brownian motion $\bar{B}$, if $(X, \bar{B})$ and $\left(X^{\prime}, \bar{B}\right)$ are two weak solutions to the SDE $(\mu, \sigma)$ with initial condition $Y$ we have that $X$ and $\bar{X}$ are indistinguishable.

Remark 6.14. It is important to note thatr Definition 6.13 must hold for any probability space $(\Omega, \mathcal{F}, \mathbb{P})$. In other words if $(\mu, \sigma)$ is an SDE satisfying pathwise uniqueness for any probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and filtration $\left\{\mathcal{J}_{t}\right\}_{t \in \mathbb{R}_{+}}$, and weak solutions $(X, \bar{B})$ and $\left(X^{\prime}, \bar{B}\right)$ such that $X_{0}=X_{0}^{\prime}$ then $X$ and $X^{\prime}$ are indistinguishable.

Remark 6.15. Suppose that a $\operatorname{SDE}(\mu, \sigma)$ with initial condition $Y$ satisfies pathwise uniqueness and it admits a strong solution, then the strong solution is unique (if we identify processes if they are equal up to set $\Omega_{1} \subset \Omega$ of measure 0 ). This also implies that any weak solution $(X, \bar{B})$ is indistinguishable by the (unique) strong solution $X$ driven by the Brownian motion $\bar{B}$.

Theorem 6.16. Suppose that $(\mu, \sigma)$ satisfy assumption $A, Y$ be a $\mathcal{J}_{0}$-measurable random variable, then the $\operatorname{SDE}(\mu, \sigma)$ with initial condition $Y$ satisfies pathwise uniqueness.

First we recall the (integral) Gronwall lemma.
Lemma 6.17. Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a (locally bounded) measurable function from $\mathbb{R}_{+}$into $\mathbb{R}_{+}$and $\alpha, \beta \in \mathbb{R}_{+}$such that

$$
f(t) \leqslant \alpha+\int_{0}^{t} \beta f(s) \mathrm{d} s
$$

then we have

$$
f(t) \leqslant \alpha \exp (\beta t)
$$

Proof. Exercise.
Proof of Theorem 6.16. Let $(X, \bar{B})$ and $\left(X^{\prime}, \bar{B}\right)$ two weak solutions to the $\operatorname{SDE}(\mu, \sigma)$ with initial condition $Y$. Consider the continuous adapted process $Z_{t}=X_{t}-X_{t}^{\prime}$ and, for any $\ell \in \mathbb{N}_{0}$, the stopping time

$$
T_{\ell}=\inf \left\{t,\left|Z_{t}\right| \geqslant \ell\right\} .
$$

Then we have that the process $\left|Z_{t}^{T_{\ell}}\right| \leqslant \ell\left(\right.$ since $\left.Z_{0}=0\right)$ and it satisfies the differential relation

$$
\mathrm{d} Z_{t}^{T_{\ell}}=\left(\mu\left(t, X_{t}^{T_{\ell}}\right)-\mu\left(t, X_{t}^{\prime T_{\ell}}\right)\right) \mathrm{d} t+\left(\sigma\left(t, X_{t}^{T_{\ell}}\right)-\sigma\left(t, X_{t}^{\prime T_{\ell}}\right)\right) \cdot \mathrm{d} \bar{B}_{t} .
$$

By Ito formula, using the fact that $Z_{0}=0$, that $\int_{0}^{\tau}\left(\sigma\left(t, X_{t}^{T_{\ell}}\right)-\sigma\left(t, X_{t}^{T_{\ell}}\right)\right) \cdot \mathrm{d} \bar{B}_{t}$ is an $L^{2}(\Omega)$ martingale and that $Z_{t}^{T_{\ell}}$ is bounded, we get

$$
\mathbb{E}\left[\left|Z_{t}^{T_{\ell}}\right|^{2}\right]=2 \sum_{k=1}^{m} \mathbb{E}\left[\int_{0}^{t}\left(\mu^{k}\left(t, X_{s}^{T_{\ell}}\right)-\mu^{k}\left(t, X_{s}^{\prime T_{\ell}}\right)\right) Z_{s}^{k, T_{\ell}} \mathrm{d} s+\sum_{j=1}^{n}\left(\sigma_{j}^{k}\left(s, X_{t}^{T_{\ell}}\right)-\sigma_{j}^{k}\left(s, X_{s}^{\prime T_{\ell}}\right)\right)^{2} \mathrm{~d} s\right]
$$

Using assumption $A$ and Young inequality we obtain

$$
\mathbb{E}\left[\left|Z_{t}^{T_{\ell}}\right|^{2}\right] \leqslant 2 m\left(K+n K^{2}\right) \int_{0}^{t} \mathbb{E}\left[\left|Z_{s}^{T_{e}}\right|^{2}\right] \mathrm{d} s
$$

If we denote by $f_{\ell}(t):=\mathbb{E}\left[\left|Z_{t}^{T_{\ell}}\right|^{2}\right]$ the previous inequality is equivalent to write

$$
f_{\ell}(t) \leqslant 2 m\left(K+n K^{2}\right) \int_{0}^{t} f_{\ell}(s) \mathrm{d} s
$$

which, by Gronwall lemma for $\alpha=0$ and $\beta=2 m\left(K+n K^{2}\right)$, implies that $f_{\ell}(t)=0$. This means that, for every $t \geqslant 0, Z_{t}^{T_{\ell}}=0$ almost surely, and, since $Z_{t}^{T_{\ell}}$ is continuous, that the process $Z^{T_{\ell}}$ is indistinguishable from 0 . Since $T_{\ell}>0$ almost surely, this implies that $T_{\ell}=+\infty$ almost surely and that $Z=X-X^{\prime}$ is indistinguishable from 0 .

### 6.3 Weak solutions and Girsanov theorem

### 6.3.1 Tanaka counterexample

We have introduced strong solutions introducing a distinction between them and weak solutions (i.e. solutions which are not necessarily adapted to the driving Brownian motion).

We now propose an example which does not admit strong solutions. Consider $n=m=1$ and let $X$ be a one-dimensional Brownian motion and consider

$$
B_{t}=\int_{0}^{t} \operatorname{sign}\left(X_{s}\right) \mathrm{d} X_{s},
$$

where $\operatorname{sign}(x)=1$ if $x \geqslant 0$ and $\operatorname{sign}(x)=1$ otherwise. By Lèvy's characterization of Brownian motion the process $\left(B_{t}\right)_{t}$ is again a Brownian motion. Moreover, we have

$$
\int_{0}^{t} \operatorname{sign}\left(X_{s}\right) \mathrm{d} B_{s}=\int_{0}^{t} \operatorname{sign}\left(X_{s}\right)^{2} \mathrm{~d} X_{s}=\int_{0}^{t} \mathrm{~d} X_{s}=X_{t}-X_{0}
$$

and so X satisfies the SDE

$$
\begin{equation*}
\mathrm{d} X_{t}=\operatorname{sign}\left(X_{t}\right) \mathrm{d} B_{t}, \tag{6.11}
\end{equation*}
$$

with $B$ as driving noise and $\sigma(x)=\operatorname{sign}(x)$. This coefficient is not Lipschitz (not even continuous...), and thus we cannot apply Theorem 6.8. Furthermore, if we consider the initial condition $X_{0}=0$, then we have that both $\left(X_{t}\right)_{t \geqslant 0}$ and $\left(-X_{t}\right)_{t \geqslant 0}$ are solutions, i.e. path-wise uniqueness do not hold for (6.11).

However, solutions of the SDE (6.11) cannot be arbitrary. Indeed, let $(X, B)$ be any solution to equation (6.11), then we have that $X_{t}$ is a martingale and also

$$
[X, X]_{t}=\int_{0}^{t}\left(\operatorname{sign}\left(X_{s}\right)\right)^{2} \mathrm{~d} s=t .
$$

This means that, by Levy characterization of Brownian motion, the process $X_{t}-X_{0}$ must be a Brownian motion. We call this kind of uniqueness, uniqueness in law. More formally:

Definition 6.18. Let $(\mu, \sigma)$ and $Y$ as in Section 6.1, we say that the $\boldsymbol{S D E}(\boldsymbol{\mu}, \boldsymbol{\sigma})$ with respect to the initial condition Y satisfies the uniqueness in law property if for any weak solutions $(X, \bar{B})$ and $\left(X^{\prime}, \bar{B}^{\prime}\right)$ such that $X_{0} \sim X_{0}^{\prime} \sim Y$ then $X \sim X^{\prime}$ (i.e. the processes $X$ and $X^{\prime}$ has the same law).

Remark 6.19. If $X$ and $X^{\prime}$ are two (continuous) processes we say that they have the same law if, for any (Borel)-measurable bounded function $F: C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$, we have

$$
\mathbb{E}[F(X)]=\mathbb{E}\left[F\left(X^{\prime}\right)\right]
$$

This is also equivalent to say that for any Borel measurable set $A \in \mathcal{B}\left(C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{m}\right)\right)$ (i.e. $C^{0}\left(\mathbb{R}_{+}\right.$, $\mathbb{R}^{m}$ ) is equipped with the topology of uniform convergence on compact sets) we have

$$
\mathbb{P}(X . \in A)=\mathbb{E}\left[\mathbb{I}_{A}(X)\right]=\mathbb{E}\left[\mathbb{I}_{A}\left(X^{\prime}\right)\right]=\mathbb{P}\left(X^{\prime} \in A\right)
$$

We want now to prove that if $(X, B)$ is a weak solution of the $\operatorname{SDE}$ (6.11) with initial condition $X_{0}=0$, then the process $X_{t}$ cannot be adapted with respect to the filtration $\left\{\mathcal{F}_{t}^{B}\right\}_{t \in \mathbb{R}_{+}}$generated by $B$ (and thus $X_{t}$ cannot be a strong solution to equation (6.11)).

Recall that if $\varphi$ is a smooth function, by Itô formula we have

$$
\varphi\left(X_{t}\right)=\varphi\left(X_{0}\right)+\int_{0}^{t} \varphi^{\prime}\left(X_{s}\right) \mathrm{d} X_{s}+\frac{1}{2} \int_{0}^{t} \varphi^{\prime \prime}\left(X_{s}\right) \mathrm{d} s
$$

Take now $\varphi=\varphi_{\varepsilon}$ even with $\varphi_{\varepsilon}(x)=\left(\varepsilon+x^{2}\right)^{1 / 2}$. Then $\varphi_{\varepsilon}^{\prime}(x)=x\left(\varepsilon+x^{2}\right)^{-1 / 2}$ and

$$
\varphi_{\varepsilon}^{\prime \prime}(x)=\left(\varepsilon+x^{2}\right)^{-1 / 2}-x^{2}\left(\varepsilon+x^{2}\right)^{-3 / 2}=\frac{\varepsilon}{\left(\varepsilon+x^{2}\right)^{3 / 2}}
$$

Suppose that $X_{t}$ is a solution to equation (6.11) and consider the process $Z_{t}^{\varepsilon}=\int_{0}^{t} \varphi_{\varepsilon}^{\prime}\left(X_{s}\right) \mathrm{d} X_{s}$ we have, for any $\tau>0$,

$$
\begin{aligned}
\mathbb{E}\left[\sup _{t \leqslant \tau}\left|Z_{t}^{\varepsilon}-B_{t}\right|^{2}\right] & =\mathbb{E}\left|Z_{\tau}^{\varepsilon}-B_{\tau}\right|^{2}=\mathbb{E}\left[\int_{0}^{\tau}\left|\varphi_{\varepsilon}^{\prime}\left(X_{s}\right)-\operatorname{sign}\left(X_{s}\right)\right|^{2} \mathrm{~d} s\right] \\
& =\int_{0}^{\tau} \mathbb{E}\left[\left|\varphi_{\varepsilon}^{\prime}\left(X_{s}\right)-\operatorname{sign}\left(X_{s}\right)\right|^{2}\right] \mathrm{d} s \rightarrow 0,
\end{aligned}
$$

as $\varepsilon \rightarrow 0$ by dominated convergence, since $\varphi_{\varepsilon}^{\prime}(x)=x\left(\varepsilon+x^{2}\right)^{-1 / 2} \rightarrow \operatorname{sign}(x)$ if $x \neq 0$ and is uniformly bounded so the pointwise (in $s$ ) convergence $\mathbb{E}\left|\varphi_{\varepsilon}^{\prime}\left(X_{s}\right)-\operatorname{sign}\left(X_{s}\right)\right| \rightarrow \mathbb{E}\left[\mathbb{1}_{X_{s}=0}\right]=\mathbb{P}\left(X_{s}=0\right)$, since $X_{s}$ has the law of a Brownian motion, allows to conclude.

As a consequence, there is a subsequence $\varepsilon_{n} \rightarrow 0$ by subsequences $Z_{t}^{\varepsilon_{n}} \rightarrow B_{t}$ uniformly almost surely in any bounded interval. Since $\varphi_{\varepsilon}$ is even, we also have

$$
Z_{t}^{\varepsilon}=\varphi_{\varepsilon}\left(X_{t}\right)-\frac{1}{2} \int_{0}^{t} \varphi_{\varepsilon}^{\prime \prime}\left(X_{s}\right) \mathrm{d} s=\varphi_{\varepsilon}\left(\left|X_{t}\right|\right)-\frac{1}{2} \int_{0}^{t} \varphi_{\varepsilon}^{\prime \prime}\left(\left|X_{s}\right|\right) \mathrm{d} s
$$

Therefore $\left(Z_{t}^{\varepsilon}\right)_{t \geqslant 0}$ is actually a function of $\left|X_{t}\right|$. We conclude that $\left(B_{t}\right)_{t \geqslant 0}$ is measurable (and adapted) with respect to the filtration $\mathcal{F}_{t}^{|X|}=\sigma\left(\left|X_{s}\right|, s \leqslant t\right)$. In particular, this proves that $\left(X_{t}\right)_{t \geqslant 0}$ cannot be a strong solution to the $\operatorname{SDE}$ (6.11) since otherwise we will have the following inclusion of completed filtrations

$$
\left(\mathcal{F}_{t}^{X}\right)_{t \geqslant 0} \subseteq\left(\mathcal{F}_{t}^{B}\right)_{t \geqslant 0} \subseteq\left(\mathcal{F}_{t}^{|X|}\right)_{t \geqslant 0}
$$

which is absurd since knowing the modulus of a Brownian motion does not allow to recover its sign. We must conclude that $X$ is strictly a weak solution. And that this holds for all weak solutions. So no strong solutions exists.

What we have discussed is Tanaka's example of a weak solution of an SDE with bounded coefficients which is however not strong. This shows that some regularity of the coefficients is needed to ensure existence of strong solutions.

### 6.3.2 Building weak solutions with Girsanov theorem

We return now to the concept of uniqueness in law introduced in Definition 6.18.
Let $\left(X_{t}\right)_{t \geqslant 0}$ be a $n$-dimensional Brownian motion starting at $X_{0}=y \in \mathbb{R}^{m}$ and $b: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ a measurable vector field growing at most linearly at infinity: i.e. there is a constant $K$ such that

$$
|b(x)| \leqslant K(1+|x|)
$$

Then the process

$$
\begin{equation*}
Z_{t}=\exp \left(\int_{0}^{t} b\left(X_{s}\right) \mathrm{d} X_{s}-\frac{1}{2} \int_{0}^{t}\left|b\left(X_{s}\right)\right|^{2} \mathrm{~d} s\right), \quad t \geqslant 0 \tag{6.12}
\end{equation*}
$$

is a positive local martingale (and therefore a supermartingale).
Lemma 6.20. (Extended Novikov's condition) Consider a (progressive random) process $\theta . \in$ $L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, \mathbb{R}^{m}\right)$ almost surely and let $X_{t}$ be a m-dimensional Brownian motion. Suppose that there is a partition $\pi \subset \Pi([0,+\infty))$ such that, for any $t_{k} \in \pi \backslash\{0\}$, we have
then the process

$$
\begin{equation*}
\mathbb{E}\left[\exp \left(\frac{1}{2} \int_{t_{k-1}}^{t_{k}}\left|\theta_{s}\right|^{2} \mathrm{~d} s\right)\right]<+\infty \tag{6.13}
\end{equation*}
$$

$$
\mathcal{E}_{t}^{X}(\theta)=\exp \left(\int_{0}^{t} \theta_{s} \mathrm{~d} X_{s}-\frac{1}{2} \int_{0}^{t}\left|\theta_{s}\right|^{2} \mathrm{~d} s\right)
$$

is a real martingale (and not only a local martingale).
Proof. Since $\mathcal{E}_{t}^{X}(\theta)$ is a positive local martingale, and thus a positive supermartingale, proving the lemma is equivalent to deduce that, for any $t \geqslant 0$, we have

$$
\mathbb{E}\left[\mathcal{E}_{t}^{X}(\theta)\right]=1
$$

Let $t \leqslant t_{k}$ then we have that

$$
\mathcal{E}_{t}^{X}(\theta)=\prod_{r=1}^{k} \mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[t_{r-1} t_{r}\right)}(\cdot)\right)
$$

By Novikov's condition we have that $\mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[t_{r-1} t_{r}\right)}(\cdot)\right)$ are real martingales, furthermore $\mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[t_{r-1} t_{r}\right)}(\cdot)\right)$ is $\mathcal{F}_{t_{r}}$ measurable. Thus we get

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{E}_{t}^{X}(\theta)\right] & =\mathbb{E}\left[\prod_{r=1}^{k} \mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[t_{r-1} t_{r}\right)}(\cdot)\right)\right]=\mathbb{E}\left[\mathbb{E}\left[\prod_{r=1}^{k} \mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[t_{r-1} t_{r}\right)}(\cdot)\right) \mid \mathcal{F}_{t_{k-1}}\right]\right] \\
& =\mathbb{E}\left[\prod_{r=1}^{k-1} \mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[t_{r-1} t_{r}\right)}(\cdot)\right) \mathbb{E}\left[\mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[t_{k-1} t_{k}\right)}(\cdot)\right) \mid \mathcal{F}_{t_{k-1}}\right]\right] \\
& =\mathbb{E}\left[\prod_{r=1}^{k-1} \mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[t_{r-1} t_{r}\right)}(\cdot)\right) \mathcal{E}_{t_{k-1}}\left(\theta \cdot \mathbb{I}_{\left[t_{k-1} t_{k}\right)}(\cdot)\right)\right] \\
& =\mathbb{E}\left[\mathbb{E}\left[\prod_{r=1}^{k-1} \mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[t_{r-1} t_{r}\right)}(\cdot)\right) \mid \mathcal{F}_{t_{k-2}}\right]\right] \\
& =\mathbb{E}\left[\prod_{r=1}^{k-2} \mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[t_{r-1} t_{r}\right)}(\cdot)\right) \mathbb{E}\left[\mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[t_{k-2}, t_{k-1}\right)}(\cdot)\right) \mid \mathcal{F}_{\left.t_{k-2}\right]}\right]\right. \\
& =\mathbb{E}\left[\prod_{r=1}^{k-2} \mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[t_{r-1} t_{r}\right)}(\cdot)\right)\right] \\
& \vdots \\
& =\mathbb{E}\left[\mathcal{E}_{t}\left(\theta \cdot \mathbb{I}_{\left[0, t_{1}\right)}(\cdot)\right)\right]=1,
\end{aligned}
$$

where we used the fact that for any $r \geqslant 1$ we have $\mathcal{E}_{t_{r-1}}\left(\theta \cdot \mathbb{I}_{\left[t_{r-1} t_{r}\right)}(\cdot)\right)=1$.
Lemma 6.21. Let $X_{t}$ be a $m$ dimensional Brownian motion, starting at $X_{0}=y \in \mathbb{R}^{m}$, and let $b$ : $\mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ be a measurable map growing at most linearly at infinity. Then $Z_{t}$ defined in (6.12) is a real (not only local) martingale.

Proof. We want to apply Lemma 6.20 to the process $\theta_{t}=b\left(X_{t}\right)$.
Fix $t \geqslant 0$ and $\delta>0$, then we have

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(\frac{1}{2} \int_{t}^{t+\delta}\left|b\left(X_{r}\right)\right|^{2} \mathrm{~d} r\right)\right] & \leqslant \mathbb{E}\left[\exp \left(\frac{K^{2}}{2} \int_{t}^{t+\delta}\left(1+\left|X_{r}\right|\right)^{2} \mathrm{~d} r\right)\right] \\
& \leqslant \mathbb{E}\left[\exp \left(\frac{3 K^{2}}{2} \int_{t}^{t+\delta}\left(1+x+\left|X_{r}-x\right|^{2}\right) \mathrm{d} r\right)\right] \\
& \leqslant \mathbb{E}\left[\exp \left(\frac{3 K^{2} \delta(1+x)}{2}\right) \exp \left(\frac{3 K^{2}}{2} \int_{t}^{t+\delta} \delta\left|X_{r}-x\right|^{2} \frac{\mathrm{~d} r}{\delta}\right)\right] \\
& \leqslant \mathbb{E}\left[\exp \left(\frac{3 K^{2} \delta(1+x)}{2}\right) \frac{1}{\delta} \int_{t}^{t+\delta} \exp \left(\frac{3 K^{2}}{2} \delta\left|X_{r}-x\right|^{2}\right) \mathrm{d} r\right] \\
& \leqslant \exp \left(\frac{3 K^{2} \delta(1+x)}{2}\right) \mathbb{E}\left[\exp \left(\frac{3 K^{2}}{2} \delta\left|X_{t+\delta}-x\right|^{2}\right)\right]
\end{aligned}
$$

which is finite whenever $3 \delta K^{2}<\frac{1}{t+\delta}$. When $t=0$ we can take $\delta<\sqrt{\frac{1}{3 K^{2}}}$ and when $t>\frac{1}{2} \sqrt{\frac{1}{3 K^{2}}}$ we can take

$$
\delta \leqslant\left(\frac{1}{3 K^{2} t}\right) \frac{1}{1+\sqrt{1+\frac{8}{\sqrt{3} K}}}<\frac{-3 K^{2} t+\sqrt{9 K^{4} t^{2}+12 K^{2}}}{6 K^{2}}
$$

We consider now the sequence
$t_{0}=0, t_{1}=\frac{2}{3} \sqrt{\frac{1}{3 K^{2}}}, t_{2}=t_{1}+\left(\frac{1}{3 K^{2} t_{1}}\right) \frac{1}{1+\sqrt{1+\frac{8}{\sqrt{3} K}}}, \ldots, t_{k}=t_{k-1}+\left(\frac{1}{3 K^{2} t_{k-1}}\right) \frac{1}{1+\sqrt{1+\frac{8}{\sqrt{3} K}}}$.

We have that the seuquence $t_{k} \rightarrow+\infty$ as $k \rightarrow+\infty$. Indeed, by inequality (6.21), we have that

$$
\mathbb{E}\left[\exp \left(\frac{1}{2} \int_{t_{k}}^{t_{k+1}}\left|b\left(X_{r}\right)\right|^{2} \mathrm{~d} r\right)\right]=\exp \left(\frac{3 K^{2} \delta_{k}(1+x)}{2}\right) \mathbb{E}\left[\exp \left(\frac{3 K^{2}}{2} \delta_{k}\left|X_{t_{k}+\delta_{k}}-x\right|^{2}\right)\right]<+\infty
$$

where $\delta_{0}=\frac{2}{3} \sqrt{\frac{1}{3 K^{2}}}$ and $\delta_{k}=\left(\frac{1}{3 K^{2} t_{k}}\right) \frac{1}{1+\sqrt{1+\frac{8}{\sqrt{3} K}}}$. Thus the hypotheses of Lemma 6.20 hold for $\mathcal{E}^{X}(b(X)$.$) . Since Z_{t}=\mathcal{E}^{X}(b(X .))_{t}$ the lemma is proved.

We can then consider the measure $\mathbb{Q}$ defined as, for any $\tau \geqslant 0$,

$$
\mathbb{Q}(A)=\mathbb{E}\left[Z_{\tau} \mathbb{1}_{A}\right], \quad A \in \mathcal{F}_{\tau} .
$$

Since by Lemma 6.21 the process $Z_{t}$ is a martingale, $\mathbb{Q}$ is a new measure on $\Omega$ which is locally absolutely continuous with respect to $\mathbb{P}$.

Theorem 6.22. Let $X$ be a m-dimensional Brownian motion with respect to the probability $\mathbb{P}$ starting at $y \in \mathbb{R}^{m}$, let $b: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ be a measurable function with at most linear growth at infinity, and consider the process

$$
\begin{equation*}
B_{t}=X_{t}-x-\int_{0}^{t} b\left(X_{s}\right) \mathrm{d} s \tag{6.14}
\end{equation*}
$$

Then the pair of processes $(X, B)$ is a weak solution of the $S D E(\mu, \sigma)=\left(b, I_{m \times m}\right)$ with (deterministic) initial condition $y \in \mathbb{R}^{m}$ with respect the probability $\mathbb{Q}$ defined in equation (6.21).

Proof. By Girsanov theorem $B_{t}$ is a Brownian motion with respect to the probability $\mathbb{Q}$. Furthermore if the drift of the $\operatorname{SDE} \mu(x)=b(x)$ and the diffusion matrix $\sigma(x)=I_{m \times m}$ (the identity matrix in $\operatorname{Mat}(m, m)$ ) equation (6.14) is equivalent to the fact that $(X, B)$ satisfies equation

$$
\mathrm{d} X_{t}=\mu\left(X_{t}\right) \mathrm{d} t+\sigma\left(X_{t}\right) \cdot \mathrm{d} B_{t}=b\left(X_{t}\right) \mathrm{d} t+\mathrm{d} B_{t} .
$$

### 6.3.3 About uniqueness in law

Theorem 6.23. Suppose that the $\operatorname{SDE}(\mu, \sigma)$ with initial condition $Y$ satisfies pathwise uniqueness property then it satisfies the uniqueness in law property.

Proof. (See also Chapter IX Theorem 1.7 of [5]) Suppose that $(X, \bar{B})$ and $\left(X^{\prime}, \bar{B}^{\prime}\right)$ are two weak solution of the $\operatorname{SDE}(\mu, \sigma)$ we want to build a new probability space $\Omega^{\prime}$ containing both the solution $X$ and $X^{\prime}$ driven by only one Brownian motion $\bar{B}$.

Consider

$$
\Omega^{\prime}=C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{m}\right) \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{m}\right) \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)
$$

with the Borel $\sigma$-algebra $\mathcal{F}$. On $\Omega^{\prime}$ we defined a probability law $\mathbb{P}^{\prime}$, induced by the probability $\mathbb{P}$, of the form

$$
\mathbb{P}^{\prime}\left(\mathrm{d} \omega_{1}, \mathrm{~d} \omega_{2}, \mathrm{~d} \omega_{3}\right)=\mathbb{P}^{\prime}\left(\mathrm{d} \omega_{1} \mid \omega_{3}\right) \mathbb{P}^{\prime}\left(\mathrm{d} \omega_{2} \mid \omega_{3}\right) \mathbb{P}_{\bar{B}}^{\prime}\left(\mathrm{d} \omega_{3}\right)
$$

such that, if we denote $\left(\omega_{1}, \omega_{2}, \omega_{3}\right) \in \Omega^{\prime}$, we have that the process

$$
\omega_{1}(\cdot) \sim X ., \quad \omega_{2}(\cdot) \sim X^{\prime}, \quad \omega_{3}(\cdot) \sim \bar{B} \sim \bar{B}^{\prime} .
$$

In other words, we want that $\mathbb{P}^{\prime}\left(\omega_{3} \mid \mathrm{d} \omega_{1}\right) \mathbb{P}_{\bar{B}}^{\prime}\left(\mathrm{d} \omega_{3}\right)$ is the law of the weak solution $(X, \bar{B}) \in C^{0}\left(\mathbb{R}_{+}\right.$, $\left.\mathbb{R}^{m}\right) \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ and that $\mathbb{P}^{\prime}\left(\omega_{2} \mid \mathrm{d} \omega_{1}\right) \mathbb{P}_{\bar{B}}^{\prime}\left(\mathrm{d} \omega_{3}\right)$ is the law of the weak solution $\left(X^{\prime}, \bar{B}^{\prime}\right) \in C^{0}\left(\mathbb{R}_{+}\right.$, $\left.\mathbb{R}^{m}\right) \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$, i.e. we built a probability space where the weak solutions $(X, \bar{B})$ and $\left(X^{\prime}, \bar{B}^{\prime}\right)$ are driven by the same Brownian motion $\bar{B}=\bar{B}^{\prime}$.

On this new probability, $\omega_{3}$ is a Brownian motion and $\left(\omega_{1}, \omega_{3}\right)$ and $\left(\omega_{2}, \omega_{3}\right)$ are two weak solution to the $\operatorname{SDE}(\mu, \sigma)$ with initial condition $\omega_{1}(0)=\omega_{2}(0) \sim Y$.

Since $(\mu, \sigma)$ has the pathwise uniqueness property then the processes $\omega_{1}$ is indistinguishable from the process $\omega_{2}$ (obviously with respect to the probability $\mathbb{P}^{\prime}$ ), i.e.

$$
\omega_{1}(\cdot)=\omega_{2}(\cdot),
$$

almost surely. This means that the processes $\omega_{1}(\cdot) \sim \omega_{2}(\cdot)$ has the same law but since $\omega_{1}(\cdot) \sim X$. and $\omega_{2}(\cdot) \sim X^{\prime}$. we conclude that $X . \sim X^{\prime}$.

We return to the SDE

$$
\mathrm{d} X_{t}=b\left(X_{t}\right) \mathrm{d} t+\mathrm{d} \bar{B}_{t},
$$

discussed in Section 6.3.2. In Theorem 6.22 we prove that (when $b$ has at most linearly growth at infinity) then there exists a weak solution. We prove now a result on the uniqueness (in law) of the previous weak solution.

Theorem 6.24. All the weak solutions $(X, \bar{B})$ of the $S D E$

$$
\begin{equation*}
\mathrm{d} X_{t}=b\left(X_{t}\right) \mathrm{d} t+\mathrm{d} \bar{B}_{t}, \quad t \geqslant 0 \tag{6.15}
\end{equation*}
$$

satisfying for all $\tau \geqslant 0$
have the same law.

$$
\begin{equation*}
\int_{0}^{\tau}\left|b\left(X_{s}\right)\right|^{2} \mathrm{~d} s<\infty, \quad \text { a.s. } \tag{6.16}
\end{equation*}
$$

Remark 6.25. Under the hypotheses of Theorem 6.24, we do not require that $b$ has at most linear growth at infinity but that $\int_{0}^{\tau}\left|b\left(X_{s}\right)\right|^{2} \mathrm{~d} s<\infty$ almost surely. If $b$ has at most linearly growth at infinity then

$$
\int_{0}^{\tau}\left|b\left(X_{s}\right)\right|^{2} \mathrm{~d} s \leqslant K \int_{0}^{\tau}\left(1+\left|X_{s}\right|\right)^{2} \mathrm{~d} s \leqslant 2 K \tau\left(1+\sup _{s \leqslant \tau}\left|X_{s}\right|^{2}\right)
$$

which is always bounded since the process $X_{t}$ is continuous.
Proof of Theorem 6.24. Let $(X, B)$ any weak solution of (6.15) satisfying (6.16). Define the increasing sequence of stopping times $\left(T_{n}\right)_{n \geqslant 1}$ as

$$
T_{n}=\inf \left\{t \geqslant 0: \frac{1}{2} \int_{0}^{t}\left|b\left(X_{s}\right)\right|^{2} \mathrm{~d} s \geqslant n\right\}
$$

and note that (6.16) implies $T_{n} \rightarrow \infty$ almost surely. Now consider $\left(Z_{t}\right)_{t \geqslant 0}$ as in eq. (6.12) above and observe that the process $\left(Q_{t}\right)_{t \geqslant 0}$ defined as $Q_{t}=Z_{t}^{-1}$ satisfies

$$
\begin{aligned}
Q_{t \wedge T_{n}} & :=Z_{t \wedge T_{n}}^{-1}=\exp \left(-\int_{0}^{t \wedge T_{n}} b\left(X_{s}\right) \mathrm{d} X_{s}+\frac{1}{2} \int_{0}^{t \wedge T_{n}}\left|b\left(X_{s}\right)\right|^{2} \mathrm{~d} s\right) \\
& =\exp \left(-\int_{0}^{t \wedge T_{n}} b\left(X_{s}\right) \mathrm{d} B_{s}-\frac{1}{2} \int_{0}^{t \wedge T_{n}}\left|b\left(X_{s}\right)\right|^{2} \mathrm{~d} s\right)
\end{aligned}
$$

Due to the presence of the stopping time, the Novikov's criterion is trivially satisfied, and we can define the measure $\mathbb{Q}^{(n)}$ such that $\left.\mathrm{d} \mathbb{Q}^{(n)}\right|_{\mathcal{F}_{t}}=\left.Q_{t \wedge T_{n}} \mathrm{dP}\right|_{\mathcal{F}_{t}}$ for all $t \geqslant 0$ and under which

$$
\tilde{B}_{t}^{(n)}=B_{t}+\int_{0}^{t \wedge T_{n}} b\left(X_{s}\right) \mathrm{d} s
$$

is a Brownian motion. However by the $\operatorname{SDE}$ (6.15) we have $\tilde{B}_{t \wedge T_{n}}^{(n)}=X_{t \wedge T_{n}}$ so indeed $\left(X_{t}\right)_{t \geqslant 0}$ is a $\mathbb{Q}$-Brownian motion in the random interval $\left[0, T_{n}\right]$. As a consequence, for any $\tau \geqslant 0$ and any $\mathbb{1}_{A}(X, B) \in \mathcal{F}_{\tau}$ we have

$$
\begin{aligned}
& \mathbb{E}_{\mathbb{P}}\left[\mathbb{1}_{A}(X, B) \mathbb{1}_{\tau \leqslant T_{n}}\right] \\
= & \mathbb{E}_{\mathbb{Q}}\left[\mathbb{1}_{\tau \leqslant T_{n}} \mathbb{1}_{A}(X, B) Q_{\tau}^{-1}\right] \\
= & \mathbb{E}_{\mathbb{Q}}\left[\mathbb{1}_{\tau \leqslant T_{n}} \mathbb{1}_{A}(X, B) \exp \left(\int_{0}^{\tau} b\left(X_{s}\right) \mathrm{d} X_{s}-\frac{1}{2} \int_{0}^{\tau}\left|b\left(X_{s}\right)\right|^{2} \mathrm{~d} s\right)\right] \\
= & \mathbb{E}_{\mathbb{Q}}\left[\mathbb{1}_{\tau \leqslant T_{n}} \mathbb{1}_{A}\left(\tilde{B}_{t}^{(n)}, \tilde{B}_{t}^{(n)}-\int_{0}^{t} b\left(\tilde{B}_{s}^{(n)}\right) \mathrm{d} s\right) \exp \left(\int_{0}^{\tau} b\left(\tilde{B}_{s}^{(n)}\right) \mathrm{d} \tilde{B}_{s}^{(n)}-\frac{1}{2} \int_{0}^{\tau}\left|b\left(\tilde{B}_{s}^{(n)}\right)\right|^{2} \mathrm{~d} s\right)\right] .
\end{aligned}
$$

Since $\tilde{B}_{t}^{(n)}$ is a $\mathbb{Q}$-Brownian motion and $B$ is a $\mathbb{P}$-Brownian motion we get that

$$
\begin{aligned}
& \mathbb{E}_{\mathbb{Q}}\left[\mathbb{1}_{\tau \leqslant T_{n}} \mathbb{1}_{A}\left(\tilde{B}_{t}^{(n)}, \tilde{B}_{t}^{(n)}-\int_{0}^{t} b\left(\tilde{B}_{s}^{(n)}\right) \mathrm{d} s\right) \exp \left(\int_{0}^{\tau} b\left(\tilde{B}_{s}^{(n)}\right) \mathrm{d} \tilde{B}_{s}^{(n)}-\frac{1}{2} \int_{0}^{\tau}\left|b\left(\tilde{B}_{s}^{(n)}\right)\right|^{2} \mathrm{~d} s\right)\right] \\
= & \mathbb{E}_{\mathbb{P}}\left[\mathbb{1}_{T \leqslant S_{n}(B)} \mathbb{1}_{A}\left(B, B-\int_{0} b(B) \mathrm{d} s\right) \exp \left(\int_{0}^{T} b\left(B_{s}\right) \mathrm{d} B_{s}-\frac{1}{2} \int_{0}^{T}\left|b\left(B_{s}\right)\right|^{2} \mathrm{~d} s\right)\right]=\mathbb{E}\left[h_{A}(B)\right],
\end{aligned}
$$

where $S_{n}(B)=\inf \left\{t \geqslant 0: \frac{1}{2} \int_{0}^{t}\left|b\left(B_{s}\right)\right|^{2} \mathrm{~d} s \geqslant n\right\}$ and $h_{A}: C\left(\mathbb{R}_{+} ; \mathbb{R}^{n}\right) \rightarrow \mathbb{R}_{+}$is a suitable measurable function depending on $A$ (and on $\tau$ ). Since the previous proof holds for any weak solution ( $X, B$ ), if we consider two weak solutions $\left(X^{(i)}, B^{(i)}\right) i=1,2$ we

$$
\mathbb{E}\left[\mathbb{1}_{A}\left(X^{(1)}, B^{(1)}\right) \mathbb{1}_{\tau \leqslant T_{n}^{(1)}}\right]=\mathbb{E}\left[h_{A}\left(B^{(1)}\right)\right]=\mathbb{E}\left[h_{A}\left(B^{(2)}\right)\right]=\mathbb{E}\left[\mathbb{1}_{A}\left(X^{(2)}, B^{(2)}\right) \mathbb{1}_{\tau \leqslant T_{n}^{(2)}}\right],
$$

where $T_{n}^{(i)}=S_{n}\left(X^{(i)}\right)$ for $i=1,2$. Letting $n \rightarrow \infty$ and using (6.16) to prove that $T_{n}^{(i)} \rightarrow \infty$ a.s. for $i=1,2$, we deduce by dominated convergence that

$$
\mathbb{E}\left[\mathbb{1}_{A}\left(X^{(1)}, B^{(1)}\right)\right]=\mathbb{E}\left[\mathbb{1}_{A}\left(X^{(2)}, B^{(2)}\right)\right]
$$

Since $\tau \geqslant 0$ is arbitrary this equality holds for all $A \in \mathcal{B}\left(C\left(\mathbb{R}_{+} ; \mathbb{R}^{m}\right)\right)$ and therefore we conclude that $\operatorname{Law}\left(X^{(1)}, B^{(1)}\right)=\operatorname{Law}\left(X^{(2)}, B^{(2)}\right)\left(\right.$ as measures on $\left.C\left(\mathbb{R}_{+} ; \mathbb{R}^{m}\right)\right)$.

## Chapter 7

## Local (in time) solutions of SDEs, Markov property, and relation with PDEs

### 7.1 Local (in time) solution to SDEs and explosion

### 7.1.1 Local existence and uniqueness

Definition 7.1. Under the same hypotheses and notation of Section 6.1, we say that the continuous process $X_{t}$ is a local strong solution to the $\boldsymbol{S D E}(\mu, \sigma)$ driven by the Brownian motion $\overline{\boldsymbol{B}}$ with initial condition $\boldsymbol{Y}$, till the stopping time $\boldsymbol{T}$ if $X_{t}$ is adapted with respect to the filtration $\sigma\left(Y, \mathcal{F}_{t}\right)$ and if, for any $t \geqslant 0$ and $k=1, \ldots, m$, we have

$$
X_{t}^{k, T}=X_{t \wedge T}^{k}=Y^{k}+\int_{0}^{T \wedge t} \mu^{k}\left(s, X_{s}\right) \mathrm{d} s+\sum_{j=1}^{n} \int_{0}^{T \wedge t} \sigma_{j}^{k}\left(s, X_{s}\right) \mathrm{d} B_{s}^{j}
$$

Definition 7.2. Under the same hypotheses and notation of Section 6.3, we say that the pair of continuous process $(X, \bar{B})$ (adapted to the filtration $\left\{\mathcal{J}_{t}\right\}_{t \in \mathbb{R}_{+}}$) is a local weak solution to the SDE $(\mu, \sigma)$ with initial condition $Y$, till the stopping time $\boldsymbol{T}$ if $\bar{B}$ is adapted with respect to the filtration $\sigma\left(Y, \mathcal{F}_{t}\right)$ and if, for any $t \geqslant 0$ and $k=1, \ldots, m$, we have

$$
X_{t}^{k, T}=X_{t \wedge T}^{k}=Y^{k}+\int_{0}^{T \wedge t} \mu^{k}\left(s, X_{s}\right) \mathrm{d} s+\sum_{j=1}^{n} \int_{0}^{T \wedge t} \sigma_{j}^{k}\left(s, X_{s}\right) \mathrm{d} B_{s}^{j} .
$$

Remark 7.3. We can extend the notion of pathwise uniqueness and uniqueness in law (till a stopping $T$ ) to the case of local strong and weak solutions.

Definition 7.4. We say that the function $(\mu, \sigma)$ satisfies the local assumption $A$, if for any bounded closed set $U \subset \mathbb{R}^{m}$ there is a constant $K_{U}$ such that, for any $t \geqslant 0, k=1, \ldots, m, j=1, \ldots, n$ and $x, y \in U$ we have

$$
\begin{aligned}
\left|\mu^{k}(t, x)\right| \leqslant K_{U}(1+|x|), & \left|\sigma_{j}^{k}(t, x)\right| \leqslant K_{U}(1+|x|) \\
\left|\mu^{k}(t, x)-\mu^{k}(t, y)\right| \leqslant K_{U}|x-y|, & \left|\sigma_{j}^{k}(t, x)-\sigma_{j}^{k}(t, y)\right| \leqslant K_{U}|x-y|
\end{aligned}
$$

Theorem 7.5. Suppose that the SDE $(\mu, \sigma)$ satisfies the local assumptions $A$, then, for any random variable $Y \in L^{2}\left(\Omega, \mathcal{F}_{0}, \mathbb{P}\right)$, the $\operatorname{SDE}(\mu, \sigma)$ driven by the Brownian motion $\bar{B}$ with initial condition $Y$ admits a local strong solution $X_{t}$ till any stopping times $T_{U}$ of the form, for any $U$ open bounded set,

$$
\begin{equation*}
T_{U}^{X}=\inf \left\{t \geqslant 0, X_{t} \in U^{c}\right\} \tag{7.1}
\end{equation*}
$$

Furthermore, under the previous hypotheses on $(\mu, \sigma)$, the solution is pathwise unique.
Remark 7.6. The strong solution $X_{t}$ built in Theorem 7.5 does not depend on the stopping time $T_{U}^{X}$. The statement of the theorem says that there is a continuous stochastic process $X_{t}$ taking values in $\mathbb{R}^{m} \cup\{\infty\}$ such that $X_{t}$ is a strong local solution to the $\operatorname{SDE}(\mu, \sigma)$ till any stopping time $T_{U}^{X}$.

Proof of Theorem 7.5. Fix $U$ bounded open set, and define the map

$$
S_{U}\left(X_{U, .}\right)^{k}(t)=Y^{k}+\int_{0}^{T_{U}^{X} \wedge t} \mu^{k}\left(s, X_{U, s}\right) \mathrm{d} s+\sum_{j=1}^{n} \int_{0}^{T_{U}^{X} \wedge t} \sigma_{j}^{k}\left(s, X_{U, s}\right) \mathrm{d} B_{s}^{j}
$$

If we define the set

$$
\mathcal{X}_{\lambda}^{Y}:=\left\{X \in \mathcal{X}_{\lambda}^{Y}, X_{0}=Y\right\}
$$

Using the same methods of the proof of Theorem 6.8 we get that

$$
\left\|S_{U}\left(X_{U, .}\right)\right\|_{\lambda^{\prime}} \leqslant m\left(\|Y\|_{L^{2}(\Omega)}+\left[\sqrt{\frac{n K_{U}^{2}}{\lambda^{\prime}}}+\sqrt{\frac{C K_{U}^{2} \pi}{\lambda^{\prime}}}\right]\left(1+\left\|X_{U,}\right\|_{\lambda^{\prime}}\right)\right)
$$

and also for any $X_{U}^{\prime}$,

$$
\left\|S_{U}\left(X_{U, .}\right)-S_{U}\left(X_{U, .}^{\prime}\right)\right\|_{\lambda^{\prime}} \leqslant\left(\frac{m \sqrt{n K_{U}^{2}}+m \sqrt{\pi^{2} K_{U}^{2} C}}{\sqrt{2 \lambda^{\prime}}}\right)\left\|X_{U, .}-X_{U, .}^{\prime}\right\|_{\lambda^{\prime}}
$$

We can then apply Banach fix point theorem and we obtain the existence and uniqueness of a process $X_{U, t}$ (which is such that $X_{U, T_{U}^{X}}{ }_{U} \wedge t=X_{U, t}$ ) for which $S_{U}\left(X_{U}\right)=X_{U}$, which is equivalent to say that $X_{U, t}$ is a local strong solution to the $\operatorname{SDE}(\mu, \sigma)$ till the stopping times $T_{U}^{X}$.

In order to prove that the process $X_{U, t}$ does not depend on $U$, or more precisely that there is a process $X$ such that

$$
X_{t}^{T_{U}^{X}}=X_{t \wedge T_{U}^{X}}=X_{U, t}
$$

it is enough that if $X_{U}$ is a solution till the stopping time $T_{U}^{X_{U}}$ and $X_{U^{\prime}}^{\prime}$ is a solution till the stopping time $T_{U^{\prime}}^{X_{U^{\prime}}^{\prime}}$ we have

$$
X_{U, T_{U}^{\prime} X^{\prime} \wedge t}^{x_{U^{\prime}}^{\prime}}=X_{U^{\prime}, T_{U}^{X} X_{U}}
$$

almost surely. Indeed if $X_{U}$ is a solution till the stopping time $T_{U}^{X_{U}}$ and $X_{U^{\prime}}^{\prime}$, is a solution till the stopping time $T_{U^{\prime}}^{X_{U^{\prime}}^{\prime}}$ then both $X_{U}$ and $X_{U^{\prime}}^{\prime}$ is solution to the stopping time

$$
T_{U, U^{\prime}}=T_{U}^{X_{U}} \wedge T_{U^{\prime}}^{X_{U^{\prime}}}
$$

Consider the process $Z_{t}^{U, U^{\prime}}=X_{U, t}^{T_{U, U^{\prime}}}-X_{U, t}^{\prime} T_{U, U^{\prime}}=X_{U, t}^{T_{U}{ }^{X_{U^{\prime}}}}-X_{U^{\prime}, t}^{\prime} t^{T_{U}^{X_{U}}}$, then using the same reasoning of the proof of Theorem 6.16

$$
\mathbb{E}\left[\left|Z_{t}^{U, U^{\prime}}\right|^{2}\right] \leqslant 2 m\left(K+n K^{2}\right) \int_{0}^{t} \mathbb{E}\left[\left|Z_{s}^{U, U^{\prime}}\right|^{2}\right] \mathrm{d} s
$$

and so, by Gronwall inequality, $Z_{t}^{U, U^{\prime}}$ is indistinguishable from 0 . This proves that

$$
X_{U, t}^{T_{U}^{U_{U}}}=X_{U^{\prime}, t}^{\prime}{ }^{T_{U}^{X_{U}}}
$$

almost surely. A consequence of the previous proof is that

$$
T_{U, U^{\prime}}=\inf \left\{t \geqslant 0, X_{t} \notin U \cap U^{\prime}\right\}
$$

and so

$$
\begin{equation*}
X_{U, t}^{T_{U}^{U_{U}^{\prime}}}=X_{U^{\prime}, t}^{\prime}{ }^{T_{U}^{X_{U}}}=X_{U \cap U^{\prime}, t} \tag{7.2}
\end{equation*}
$$

(i.e. any solution process $X_{U, t}^{T_{U} X^{\prime}{ }^{\prime}}$ restricted to any open subset $\tilde{U} \subset U$ of $U$ is equal $X_{\tilde{U}, t}$ which is the solution process of the equation restricted to the subset $\tilde{U})$.

In particular, let $B_{N}=\left\{x \in \mathbb{R}^{m},|x|<N\right\}$ then we have

$$
X_{B_{N}, t}^{T_{B_{N^{\prime}}}}=X_{B_{N^{\prime}}, t}
$$

if $N^{\prime} \leqslant N$. Since the sequence $T_{B_{N}}$ is increasing in $N$, the following process is well defined

$$
X_{t}(\omega):= \begin{cases}\lim _{N \rightarrow+\infty} X_{B_{N}, t}^{T_{B_{N}}}(\omega), & \text { if } t \leqslant \lim _{N \rightarrow+\infty} T_{B_{N}}(\omega) \\ \infty, & \text { otherwise }\end{cases}
$$

The process $X_{t}$ satisfies the properties of the thesis of Theorem 7.5. Indeed, if $U$ is a bounded open set, there is $N \geqslant 0$ such that $U \subset B_{N}$. Let $\left(X_{U, t}, B\right)$ the solution to the equation $(\sigma, \mu)$ stopped in the set $U$, then by equality (7.2), we have

$$
X_{t}^{T_{U}^{X}}=X_{U \cap B_{N}, t}=X_{U, t} .
$$

Definition 7.7. Under the hypotheses and the notation of Theorem 7.5, we call the explosion time of the $\operatorname{SDE}(\mu, \sigma)$ with initial condition $Y$ the stopping time

$$
E_{Y}:=\lim _{N \rightarrow+\infty} T^{B_{N}} .
$$

Remark 7.8. From the proof of Theorem 7.5, it is clear that the definition of $T_{Y}^{e}$ does not depend on the increasing sequence $B_{N}=\left\{y \in \mathbb{R}^{m},|y|>N\right\}$ of open sets converging to all $\mathbb{R}^{m}$. Indeed $T_{Y}^{e}$ can also be defined as

$$
E_{Y}=\inf \left\{t \geqslant 0, X_{t}=\infty\right\} .
$$

Remark 7.9. From the proof of Theorem 7.5, it is clear that $\mathbb{P}\left(E_{Y}=0\right)=0$.

### 7.1.2 Explosion time and Lyapunov function

First of all we introduce the operator $\mathcal{L}_{t}: C^{1,2}\left(\mathbb{R}_{+} \times \mathbb{R}^{m}, \mathbb{R}\right) \rightarrow L^{0}\left(\mathbb{R}_{+} \times \mathbb{R}^{m}, \mathbb{R}\right)$ given by

$$
\mathcal{L}_{t}(f)(t, x)=\sum_{k=1}^{m} \mu^{k}(t, x) \partial_{x^{k}} f(t, x)+\frac{1}{2} \sum_{k, k^{\prime}=1}^{m} \sum_{j=1}^{n} \sigma_{j}^{k}(t, x) \sigma_{j}^{k^{\prime}}(t, x) \partial_{x^{k} x^{k^{\prime}}}^{2} f(t, x) .
$$

Lemma 7.10. Let $(X, \bar{B})$ be a local weak solution to the $S D E(\mu, \sigma)$ till the stopping time $T$ then, for any $f \in C^{1,2}\left(\mathbb{R}_{+} \times \mathbb{R}^{m}, \mathbb{R}\right)$ we have

$$
\mathrm{d} f\left(t, X_{t}^{T}\right)=\left(\partial_{t} f\left(t, X_{t}^{T}\right)+\mathcal{L}_{t} f\left(t, X_{t}^{T}\right)\right) \mathrm{d} t+\sum_{j=1}^{n}\left(\sum_{k=1}^{m} \sigma_{j}^{k}\left(t, X_{t}^{T}\right) \partial_{x^{k}} f\left(t, X_{t}^{T}\right)\right) \mathrm{d} B_{t}^{j, T} .
$$

Proof. The proof is a simple application of Ito formula.
Definition 7.11. Let $V: \mathbb{R}^{m} \rightarrow \mathbb{R}_{+}$be a positive $C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ function, we say that $V$ is a Lyapunov function for the $\operatorname{SDE}(\mu, \sigma)$ if

1. $\lim _{x \rightarrow+\infty} V(x)=+\infty$;
2. there is $\lambda, A \in \mathbb{R}$ such that

$$
\mathcal{L}_{t}(V)(x) \leqslant \lambda V(x)+A .
$$

Theorem 7.12. Suppose the function $V$ is a Lyapunov function for the $\operatorname{SDE}(\mu, \sigma)$. Suppose that the $\operatorname{SDE}(\mu, \sigma)$ satisfies local assumption $A$, it has a (local in time) weak solution $(X, \bar{B})$ with initial condition $Y$, such that $\mathbb{E}[V(Y)]<+\infty$, and explosion time $E_{Y}$. Then $E_{Y}<+\infty$ almost surely.

Proof. In order to prove the theorem, it is enough to prove that for any $t>0$ then $\mathbb{P}\left(E_{Y} \leqslant t\right)=0$.
Consider the sequence of stopping times $T_{N}=\inf \left\{t \geqslant 0,\left|X_{t}\right| \geqslant N\right\}$, applying Ito formula to the process $e^{-\lambda t} V\left(X_{t}\right)$ we get
$e^{-\lambda t} V\left(X_{t}^{T_{N}}\right)-V(Y)=\int_{0}^{T_{N} \wedge t}\left(e^{-\lambda s} \mathcal{L}_{s} V\left(X_{s}\right)-\lambda e^{-\lambda s} V\left(X_{s}\right)\right) \mathrm{d} s$

$$
+\sum_{j=1}^{n} \int_{0}^{T_{N} \wedge t}\left(\sum_{k=1}^{m} e^{-\lambda s} \sigma_{j}^{k}\left(s, X_{s}\right) \partial_{x^{k}} V\left(X_{s}\right)\right) \mathrm{d} B_{s}^{j}
$$

When $T_{N}>0$ we have that $\left|X_{t \wedge T_{N}}\right| \leqslant N$. This implies that (on the set $\left.T_{N}>0\right) \sigma_{j}^{k}\left(s, X_{s}\right) \partial_{x^{k}} V\left(X_{s}\right)$ is a bounded process, and thus $\int_{0}^{T_{N} \wedge t}\left(\sum_{k=1}^{m} \sigma_{j}^{k}\left(s, X_{s}\right) \partial_{x^{k}} V\left(X_{s}\right)\right) \mathrm{d} B_{s}^{j}$ is a $\mathcal{M}_{c}^{2}$ martingale. Furthermore the process $\left(e^{-\lambda s} \mathcal{L}_{s} V\left(X_{s}\right)-\lambda e^{-\lambda s} V\left(X_{s}\right)\right)$ is bounded and we have also

$$
V\left(X_{t}^{T_{N}}\right) \leqslant\left(\left(\max _{|x| \leqslant N} V(x)\right)+V(Y)\right) \in L^{1}(\Omega)
$$

We can take the expectation at both side of the integral obtaining
$\mathbb{E}\left[e^{-\lambda\left(T_{N} \wedge t\right)} V\left(X_{t}^{T_{N}}\right)\right]-\mathbb{E}[V(Y)]=\mathbb{E}\left[\int_{0}^{T_{N} \wedge t}\left(e^{-\lambda s} \mathcal{L}_{s} V\left(X_{s}\right)-\lambda e^{-\lambda s} V\left(X_{s}\right)\right) \mathrm{d} s\right] \leqslant A\left(\frac{1-e^{-\lambda t}}{\lambda}\right) \leqslant C$
since $\left(e^{-\lambda s} \mathcal{L}_{s} V\left(X_{s}\right)-\lambda e^{-\lambda s} V\left(X_{s}\right)\right) \leqslant e^{-\lambda s} A$ being $V$ a Lyapunov function, and $C \in \mathbb{R}_{+}$. Thus we get

$$
\begin{align*}
(\mathbb{E}[V(Y)]+C) & \geqslant \mathbb{E}\left[e^{-\lambda\left(T_{N} \wedge t\right)} V\left(X_{t}^{T_{N}}\right)\right] \geqslant \mathbb{E}\left[e^{-\lambda\left(T_{N} \wedge t\right)} V\left(X_{T_{N}}\right) \mathbb{I}_{T_{N}<t}\right]  \tag{7.3}\\
& \geqslant e^{-|\lambda| t}\left(\inf _{|x|=N} V(x)\right) \mathbb{P}\left(0<T_{N}<t\right)-e^{-|\lambda| t} \mathbb{E}[V(Y)] \mathbb{P}\left(T_{N}=0\right) \tag{7.4}
\end{align*}
$$

On the other $T_{N} \rightarrow E_{Y}$ almost surely and so, by Remark 7.9,

$$
\mathbb{P}\left(T_{N}=0\right) \rightarrow \mathbb{P}\left(E_{Y}=0\right)=0
$$

We have also

$$
\mathbb{P}\left(0<T_{N}<t\right) \rightarrow \mathbb{P}\left(0 \leqslant E_{Y} \leqslant t\right)=\mathbb{P}\left(E_{Y} \leqslant t\right)
$$

On the other hand since $\lim _{x \rightarrow \infty} V(x)=+\infty$, we have $\left(\inf _{|x|={ }_{N}} V(x)\right) \rightarrow+\infty$ as $N \rightarrow+\infty$. Finally we get

$$
e^{|\lambda| t}(\mathbb{E}[V(Y)]+C) \geqslant \limsup _{N \rightarrow+\infty}\left(\left(\inf _{|x|=N} V(x)\right) \mathbb{P}\left(0<T_{N}<t\right)\right)
$$

we need to have $\mathbb{P}\left(0<T_{N}<t\right) \rightarrow 0$, and thus $\mathbb{P}\left(E_{Y} \leqslant t\right)=0$.
Corollary 7.13. Under the hypotheses of Theorem 7.12, we have that, for any $t \geqslant 0$,

$$
\begin{equation*}
\mathbb{E}\left[V\left(X_{t}\right)\right] \leqslant e^{\lambda t}\left(\mathbb{E}[V(Y)]+\frac{A\left(1-e^{-\lambda t}\right)}{\lambda}\right) \tag{7.5}
\end{equation*}
$$

Proof. Under the previous hypotheses, by the proof of Theorem 7.12, more precisely inequality (7.3), we get

$$
\begin{equation*}
\mathbb{E}\left[e^{-\lambda\left(T_{N} \wedge t\right)} V\left(X_{t}^{T_{N}}\right)\right] \leqslant\left(\mathbb{E}[V(Y)]+\frac{A\left(1-e^{-\lambda t}\right)}{\lambda}\right) \tag{7.6}
\end{equation*}
$$

Since, by Theorem 7.12, $T_{N}:=\inf \left\{t \geqslant 0,\left|X_{t}\right| \geqslant N\right\} \rightarrow+\infty$ almost surely (and thus $T_{N} \wedge t \rightarrow t$ almost surely), we get the thesis of corollary, by taking the limit of inequality (7.6) as $N \rightarrow+\infty$.

An important consequence of the previous corollary is the following one.
Theorem 7.14. Suppose that the $S D E(\mu, \sigma)$ satisfies local assumption $A$ and that there is $K>0$ for which

$$
\begin{equation*}
\left|\mu^{k}(x)\right| \leqslant K(1+|x|), \quad\left|\sigma_{j}^{k}\right| \leqslant K(1+|x|) . \tag{7.7}
\end{equation*}
$$

Suppose that there is $p>0$ such that $\mathbb{E}\left[|Y|^{p}\right]$, then, for any $t \geqslant 0$, we have $\mathbb{E}\left[\left|X_{t}\right|^{p}\right]<+\infty$.
Proof. By Corollary 7.13 it is enough to prove that

$$
V(x)=\left(1+|x|^{2}\right)^{p / 2}=\left(1+\sum_{k=1}^{m}\left(x^{k}\right)^{2}\right)^{\frac{p}{2}}
$$

is a Lyapunov function for the $\operatorname{SDE}(\mu, \sigma)$ when the linear growth at infinity of the coefficients holds. We have

$$
\begin{aligned}
\mathcal{L}_{t}(V(x))= & p\left(1+\sum_{k=1}^{m}\left(x^{k}\right)^{2}\right)^{\frac{p}{2}-1}\left(\sum_{k=1}^{m} \mu^{k}(t, x) x^{k}+\frac{1}{2} \sum_{k=1}^{m}\left(\sum_{j=1}^{n} \sigma_{j}^{k}(t, x) \sigma_{j}^{k}(t, x)\right)\right) \\
& +p(p-2)\left(1+\sum_{k=1}^{m}\left(x^{k}\right)^{2}\right)^{\frac{p}{2}-2}\left(\frac{1}{2} \sum_{k, h=1}^{m}\left(\sum_{j=1}^{n} \sigma_{j}^{k}(t, x) \sigma_{j}^{k}(t, x) x^{k} x^{h}\right)\right)
\end{aligned}
$$

Thus, using inequality (7.7), we get

$$
\begin{align*}
\mathcal{L}_{t}(V(x)) \leqslant & p\left(1+|x|^{2}\right)^{p / 2-1}\left(K m(1+|x|)|x|+K^{2} m n|x|^{2}\right) \\
& +|p(p-2)| K^{2}\left(1+|x|^{2}\right)^{p / 2-2}\left(1+|x|^{2}\right)|x|^{2} \\
\leqslant & C\left[\left(1+|x|^{2}\right)^{p / 2-1}\left(1+|x|^{2}\right)+\left(1+|x|^{2}\right)^{p / 2-2}\left(1+|x|^{2}\right)\right] \\
\leqslant & C V(x), \tag{7.8}
\end{align*}
$$

where $C>0$ is a suitable constant dependent on $p, K, m$, and $n$.
Corollary 7.15. Under the hypotheses of Theorem 7.14, for any $p>0$ there is a constant $C_{p}>0$ such that

$$
\mathbb{E}\left[\left|X_{t}\right|^{p}\right] \leqslant C_{p} e^{C_{p} t}\left(1+\mathbb{E}\left[|Y|^{p}\right]\right)
$$

Proof. The Corollary is a consequence of Corollary 7.13, Theorem 7.14 and inequality (7.8).
The presence of Lyapunov functions not only permits to obtain some better linear bounds on the moments of the process $X_{t}$ when the growth of the coefficient is linear, but it also allows us to study some SDE with coefficient with superlinear growth of the coefficients.

Consider $m=n=1$ and let $\mu(t, x)=\mu(x)=-x^{2 k-1}$, for some $k \in \mathbb{N}, k \geqslant 1$, and $\sigma(t, x)=\sigma(x)=1$, i.e. the SDE

$$
\begin{equation*}
\mathrm{d} X_{t}=-X_{t}^{2 k-1} \mathrm{~d} t+\mathrm{d} B_{t} . \tag{7.9}
\end{equation*}
$$

Since $\mu, \sigma \in C^{\infty}(\mathbb{R}, \mathbb{R})$, by Lagrange theorem, the $\operatorname{SDE}(\mu, \sigma)$ satisfies local assumption $A$. In this case the operator $\mathcal{L}_{t}=\mathcal{L}$ is

$$
\mathcal{L}(f)(t, x)=-x^{2 k-1} \partial_{x} f(t, x)+\frac{1}{2} \partial_{x}^{2} f(t, x) .
$$

Consider

$$
V(x)=|x|^{2 p}
$$

for $p \geqslant 1$, then we have

$$
\begin{aligned}
\mathcal{L}(V)(x) & =-2 p x^{2 k-1} \operatorname{sign}(x)|x|^{2 p-1}+p(2 p-2)|x|^{2 p-2}=-2 p|x|^{2 k+2 p-1}+p(2 p-2)|x|^{2 p-2} \\
& \leqslant p(2 p-2)|x|^{2 p-2} \leqslant p(2 p-2) V(x)+p(2 p-2) .
\end{aligned}
$$

So $|x|^{2 p}$ are Lyapunov function also in the case where $\mu(x)=-x^{2 k-1}$ and $\sigma(x)=1$.
We can get better estimate for the expected value of $X_{t}$ if we consider

$$
V(x)=e^{\left(1+x^{2}\right)^{k-\varepsilon}}
$$

for some $0<\varepsilon<k$. In this case, we have

$$
\begin{aligned}
\mathcal{L}(V)(x)= & -(k-\varepsilon) x^{2 k}\left(1+x^{2}\right)^{k-1-\varepsilon} e^{\left(1+x^{2}\right)^{2 k-1-\varepsilon}}+\frac{1}{2}\left(\frac{k}{2}-\varepsilon\right)^{2} x^{2}\left(1+x^{2}\right)^{2 k-2-2 \varepsilon} e^{\left(1+x^{2}\right)^{2 k-1-\varepsilon}} \\
& +\frac{1}{2}\left(\frac{k}{2}-\varepsilon\right)\left(\frac{k}{2}-1-\varepsilon\right) x^{2}\left(1+x^{2}\right)^{k / 2-2-\varepsilon} e^{\left(1+x^{2}\right)^{2 k-1-\varepsilon}}
\end{aligned}
$$

So, for any $\lambda \in \mathbb{R}$, we get that

$$
\mathcal{L}(V)(x)-\lambda V(x) \leqslant\left\{-(k-\varepsilon) x^{4 k-2-2 \varepsilon}+C_{k, \varepsilon}\left(1+x^{4 k-2-4 \varepsilon}\right)\right\} e^{\left(1+x^{2}\right)^{2 k-1-\varepsilon}}
$$

Since $\lim _{|x| \rightarrow+\infty}\left\{-(k-\varepsilon) x^{4 k-2-2 \varepsilon}+C_{k, \varepsilon}\left(1+x^{4 k-2-4 \varepsilon}\right)\right\} e^{\left(1+x^{2}\right)^{2 k-1-\varepsilon}}=-\infty$, there is a constant $A_{\lambda} \in \mathbb{R}_{+}$such that

$$
\left\{-(k-\varepsilon) x^{4 k-2-2 \varepsilon}+C_{k, \varepsilon, \lambda}\left(1+x^{4 k-2-4 \varepsilon}\right)\right\} e^{\left(1+x^{2}\right)^{2 k-1-\varepsilon}} \leqslant A_{k, \varepsilon, \lambda}
$$

This means that for any $\lambda \in \mathbb{R}_{+}$there is

$$
\mathcal{L}(V)(x) \leqslant \lambda V(x)+A_{k, \varepsilon, \lambda} .
$$

For example if the initial condition $Y=y \in \mathbb{R}$ is deterministic Corollary 7.13 and the previous computation implies that

$$
\mathbb{E}\left[\exp \left(\left(1+X_{t}^{y, 2}\right)^{k-\varepsilon}\right)\right] \leqslant\left(\exp \left(\left(1+y^{2}\right)^{k-\varepsilon}\right)+\frac{A_{k, \varepsilon, \lambda}\left(1-e^{-\lambda t}\right)}{\lambda}\right)
$$

where $X_{t}^{y}$ is the solution to the equation (7.9) with initial condition $X_{0}^{y}=y \in \mathbb{R}$.
Definition 7.16. Let $V: \mathbb{R}^{m} \rightarrow \mathbb{R}_{+}$be a positive $C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ function, we say that $V$ is a antiLyapunov function if

1. $\sup _{x \in \mathbb{R}^{m}} V(x)<+\infty ;$
2. There is $\lambda>0$ such that

$$
\mathcal{L}_{t}(V)(x) \geqslant \lambda V(x)
$$

Theorem 7.17. Suppose that the $S D E(\mu, \sigma)$ (satisfying local assumption $A$ ) admits an antiLyapunov function $V$ then for any $Y=y \in \mathbb{R}^{m}$ (deterministic) such that $V(y)>0$ we have

$$
\mathbb{P}\left(E_{y}<+\infty\right)>0
$$

Proof. Since $V(y)$ is strictly positive, there is $\tau>0$ such that

$$
\begin{equation*}
V(y)>e^{-\lambda \tau}\left(\sup _{x \in \mathbb{R}^{m}} V(x)\right) \tag{7.10}
\end{equation*}
$$

Define the stopping times $T_{N}=\inf \left\{t \geqslant 0,\left|X_{t}\right| \geqslant N\right\}$ as usual. Since there is $N_{0}>0$ such that $B_{N_{0}}=\left\{|y|<N_{0}\right\}$ for which $y \in B_{N_{0}}$ then $T_{N}>0$ almost surely for $N \geqslant N_{0}$. Following similar computations to the ones done in the proof of Theorem 7.12, we get that

$$
V(y) \leqslant e^{-\lambda \tau} \mathbb{E}\left[V\left(X_{\tau}^{T_{N}}\right)\right] \leqslant e^{-\lambda \tau}\left(\sup _{x \in \mathbb{R}^{m}} V(x)\right) \mathbb{P}\left(T_{N}>\tau\right)+\left(\sup _{x \in \mathbb{R}^{m}} V(x)\right) \mathbb{P}\left(T_{N} \leqslant \tau\right)
$$

If $\mathbb{P}\left(T_{N} \leqslant \tau\right) \rightarrow 0$ as $N \rightarrow+\infty$, we get that, for any $\varepsilon>0$, for any $N \geqslant N_{\varepsilon}$ big enough $\mathbb{P}\left(T_{N}>\tau\right)>1-\varepsilon$ and thus

$$
V(y) \leqslant e^{-\lambda \tau}\left(\sup _{x \in \mathbb{R}^{m}} V(x)\right)(1-\varepsilon)+\left(\sup _{x \in \mathbb{R}^{m}} V(x)\right) \mathbb{P}\left(T_{N} \leqslant \tau\right) \rightarrow e^{-\lambda \tau}\left(\sup _{x \in \mathbb{R}^{m}} V(x)\right)(1-\varepsilon)
$$

For $\varepsilon$ small enough, the previous inequality contradicts inequality (7.10). This means that $\mathbb{P}\left(T_{N} \leqslant\right.$ $\tau) \rightarrow C>0$. On the other hand, for what we said in the proof of Theorem $7.12, \mathbb{P}\left(T_{N} \leqslant \tau\right) \rightarrow$ $\mathbb{P}\left(E_{y} \leqslant \tau\right)$ and the proof of the theorem is concluded.

We now propose an example of SDE with explosion time $\mathbb{P}\left(E_{y}<+\infty\right)>0$ for some (deterministic) initial condition $y \in \mathbb{R}^{m}$. Let $m=n=1$ and consider the (additive noise) SDE

$$
\mathrm{d} X_{t}=+X_{t}^{3} \mathrm{~d} t+\mathrm{d} B_{t}, \quad X_{0}=y \in \mathbb{R}
$$

namely $\mu(x)=x^{3}$ and $\sigma(x)=1$. Consider the function

$$
V(x)=\frac{x^{2}}{x^{2}+1}, \quad x \in \mathbb{R}
$$

which is strctly positive for $x \neq 0$. We now prove that $V(x)$ for the $\operatorname{SDE}(\mu, \sigma)=\left(x^{3}, 1\right)$ and any initial condition $y \in \mathbb{R}$. We have that

$$
\begin{gathered}
\mathcal{L}_{t}(V)=\left(-\frac{2 x^{4}}{\left(x^{2}+1\right)^{2}}+\frac{2 x^{4}}{x^{2}+1}\right)+\left(\frac{1}{x^{2}+1}-\frac{5}{\left(x^{2}+1\right)^{2}}+\frac{8 x^{4}}{\left(x^{2}+1\right)^{3}}\right)= \\
=\frac{2 x^{6}+2 x^{4}-3 x^{2}+1}{\left(x^{2}+1\right)^{3}} .
\end{gathered}
$$

Consider the polynomial $P(z)=2 z^{3}+2 z^{2}-3 z+1$ for $z \geqslant 0$ (here $z=x^{2}$ ). We have

$$
P^{\prime}(z)=6 z^{2}+4 z-3
$$

which has zeros in

$$
z_{1,2}=\frac{-2 \pm \sqrt{4+18}}{6},
$$

which implies that $P(z)$ has a minimum in $z=x^{2}=\frac{-2+\sqrt{22}}{6}$. This implies that, for any $x \in \mathbb{R}$,

$$
\mathcal{L}_{t}(V)(x) \geqslant \frac{P\left(\frac{-2+\sqrt{22}}{6}\right)}{\left(x^{2}+1\right)^{3}}=\frac{58-11 \sqrt{22}}{27\left(x^{2}+1\right)} \geqslant \frac{6}{27\left(x^{2}+1\right)}>0 .
$$

Since

$$
\lim _{|x| \rightarrow+\infty} \mathcal{L}_{t}(V)(x)=2
$$

this implies that there is $C>0$ such that

$$
\mathcal{L}_{t}(V)(x)>C, \quad x \in \mathbb{R} .
$$

Finally, since $V(x) \leqslant 1$, we get that there is $\lambda>0$ for which

$$
\mathcal{L}_{t}(V)(x) \geqslant \lambda V(x)
$$

### 7.2 Markov property of the solutions to autonomous SDEs

### 7.2.1 Continuous dependence of solutions on (deterministic) initial condition

If the $\operatorname{SDE}(\mu, \sigma)$ satisfies assumption $A$, we proved in Section 6.2, that there is a (unique) strong solution for any $Y \in L^{2}\left(\mathcal{F}_{0}\right)$. In other words, there is a map

$$
F: \mathbb{R}_{+} \times L^{2}\left(\mathcal{F}_{0}\right) \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}
$$

such that for any $\tau>0$ the restriction of $\left.F\right|_{[0, \tau]}:[0, \tau] \times L^{0}\left(\mathcal{F}_{0}\right) \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ is $\mathcal{B}([0, \tau]) \otimes$ $\mathcal{B}\left(L^{2}\left(\mathcal{F}_{0}\right)\right) \otimes \mathcal{B}\left(C^{0}\left([0, t], \mathbb{R}^{n}\right)\right)$ measurable (i.e. the map $F$ is progressive), and such that the process

$$
X_{t}=F\left(t, Y, \bar{B}_{[0, t]}\right)
$$

is the strong solution to the $\operatorname{SDE}(\mu, \sigma)$ driven by the Brownian motion $\bar{B}$ and with initial condition $Y \in L^{2}\left(\mathcal{F}_{0}\right)$.

We restrict now to the case where the initial condition $Y=y \in \mathbb{R}^{m}$ is deterministic.
Theorem 7.18. Let $(\mu, \sigma)$ be a SDE satisfying assumption $A$, then there is a function

$$
\bar{F}: \mathbb{R}_{+} \times \mathbb{R}^{m} \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{m}
$$

such that for any $\tau>0$ the restriction of $\left.F\right|_{[0, \tau]}:[0, \tau] \times L^{0}\left(\mathcal{F}_{0}\right) \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ is $\mathcal{B}([0, \tau]) \otimes$ $\mathcal{B}\left(L^{2}\left(\mathcal{F}_{0}\right)\right) \otimes \mathcal{B}\left(C^{0}\left([0, t], \mathbb{R}^{n}\right)\right)$ measurable (i.e. the map $F$ is progressive), for it is continuous in the second component $\mathbb{R}^{m}$, and such that for any $n$-dimensional Brownian motion $\bar{B}$ and for any $y \in \mathbb{R}^{m}$ the process

$$
X_{t}^{y}=\bar{F}\left(t, y, \bar{B}_{[0, t]}\right)
$$

is the unique strong solution to the $\operatorname{SDE}(\mu, \sigma)$ driven by $\bar{B}$ and with initial condition $y \in \mathbb{R}^{m}$.

Remark 7.19. Consider two functions $\bar{F}: \mathbb{R}_{+} \times \mathbb{R}^{m} \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{m}$ and $\tilde{F}: \mathbb{R}_{+} \times \mathbb{R}^{m} \times$ $C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{m}$ which are measurable with respect all variables and continuous with respect the first two variable. Let $\mathbb{P}_{B}(\mathrm{~d} \gamma)$ the probability measure on the space $C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ such that the paths $\gamma \in C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ are Brownian motion (with respect to the probability $\mathbb{P}_{B}$ ), i.e. for each $t_{1}<\cdots<t_{n}$, the random variables $\gamma\left(t_{2}\right)-\gamma\left(t_{1}\right), \ldots, \gamma\left(t_{n}\right)-\gamma\left(t_{n-1}\right)$ are independent normal random variables with mean 0 and variance $t_{2}-t_{1}, \ldots, t_{n}-t_{n-1}$. Suppose that there is a (measurable) set $\Gamma \subset C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ such that $\mathbb{P}_{B}(\Gamma)=1$ and

$$
\bar{F}(t, y, \gamma)=\tilde{F}(t, y, \gamma)
$$

for any $t \in \mathbb{R}_{+}, y \in \mathbb{R}^{m}$ and $\gamma \in \Gamma$. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be any probability space and $B: \mathbb{R}_{+} \times \Omega \rightarrow \mathbb{R}^{n}$ be a Brownian motion defined on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$, then we have

$$
\bar{F}\left(t, y, B_{[0, t]}(\omega)\right)=\tilde{F}\left(t, y, B_{[0, t]}(\omega)\right)
$$

for every $t, y \in \mathbb{R}_{+} \times \mathbb{R}^{m}$ and almost surely with respect to $\omega \in \Omega$ (with respect to the probability $\mathbb{P}$ ).
In order to prove the previous theorem, we need the following result.
Theorem 7.20. (Kolmogorov continuity criterion) Let

$$
X_{t}^{y}: \mathbb{R}_{+} \times \mathbb{R}^{m} \times \Omega \rightarrow \mathbb{R}^{m}
$$

be a continuous adapted stochastic process (with respect to $t \in \mathbb{R}_{+}$) taking values in $\mathbb{R}^{m}$ and depending on the parameter $y \in \mathbb{R}^{m}$, such that there is a $p>1$ and a $\gamma>m$ for which for any $\tau>0$ there is a constant $C_{\tau}>0$ such that

$$
\mathbb{E}\left[\sup _{t \leqslant \tau}\left|X_{t}^{y}-X_{t}^{y^{\prime}}\right|^{p}\right]<C_{\tau}\left|y-y^{\prime}\right|^{\gamma}
$$

Then, there is a process $\tilde{X}_{t}^{y}: \mathbb{R}_{+} \times \mathbb{R}^{m} \times \Omega \rightarrow \mathbb{R}^{m}$ which is continuous adapted stochastic process (with respect to $t \in \mathbb{R}_{+}$) taking values in $\mathbb{R}^{m}$ and depending continuously on the parameter $y \in \mathbb{R}^{m}$, such that for any $y \in \mathbb{R}^{m}$ and $t \in \mathbb{R}_{+}$we have

$$
X_{t}^{y}=\tilde{X}_{t}^{y}
$$

almost surely.
Proof. The proof of this theorem can be found in Chapter 2 Theorem 2.9 of [4] or Chapter 1 Theorem 1.8.1 of [3].

Proof of Theorem 7.18. For simplicity of notation, we consider the case $m=n=1$ (i.e. we have $\bar{B}_{t}=B_{t}^{1}=B_{t}$ a one-dimensional Brownian motion and $X_{t}=X_{t}^{1}$ is a one-dimensional process). For this reason, we write $\mu(t, x):=\mu^{1}(t, x)$ and $\sigma(t, x):=\sigma_{1}^{1}(t, x)$. The general case is a simple generalization.

Fix the probability space

$$
\Omega^{\prime}=C^{0}\left(\mathbb{R}_{+}, \mathbb{R}\right)
$$

with the Borel $\sigma$-algebra. Let $\mathbb{P}$ the probability measure on $\Omega^{\prime}$ such that the process

$$
B_{t}(\omega):=\omega(t)
$$

is a one-dimensional Brownian motion. Let $\mathcal{F}_{t}$ be the natural filtration of $B_{t}$. Let $X_{t}^{y}$ be the (unique up to null sets) strong solution of the $\operatorname{SDE}(\mu, \sigma)$ driven by the Brownian motion $B_{t}$ and with initial condition $y \in \mathbb{R}^{m}=\mathbb{R}$. If $y, y^{\prime} \in \mathbb{R}$ we write $Z_{t}^{y, y^{\prime}}=X_{t}^{y}-X_{t}^{y^{\prime}}$. With this notation we have, for any $p \geqslant 4$,

$$
\begin{aligned}
\mathrm{d}\left|Z_{t}^{y, y^{\prime}}\right|^{p / 2}= & \frac{1}{2}(p-2)\left|Z_{t}^{y, y^{\prime}}\right|^{p / 2-1} \mathrm{~d}\left(Z_{t}^{y, y^{\prime}}\right)+\frac{(p-2)(p-4)}{4}\left|Z_{t}^{y, y^{\prime}}\right|^{p / 2-2}\left(\sigma\left(t, X_{t}^{y}\right)-\sigma\left(t, X_{t}^{y^{\prime}}\right)\right)^{2} \mathrm{~d} t \\
= & \frac{(p-2)}{2}\left|Z_{t}^{y, y^{\prime}}\right|^{p / 2-1}\left(\mu\left(t, X_{t}^{y}\right)-\mu\left(t, X_{t}^{y^{\prime}}\right)\right) \mathrm{d} t \\
& +\frac{(p-2)(p-4)}{4}\left|Z_{t}^{y, y^{\prime}}\right|^{p / 2-2}\left(\sigma\left(t, X_{t}^{y}\right)-\sigma\left(t, X_{t}^{y^{\prime}}\right)\right) \mathrm{d} t \\
& +\frac{(p-2)}{2}\left|Z_{t}^{y, y^{\prime}}\right|^{p / 2-1}\left(\sigma\left(t, X_{t}^{y}\right)-\sigma\left(t, X_{t}^{y^{\prime}}\right)\right) \mathrm{d} B_{t} .
\end{aligned}
$$

We recall that, since $|y|,\left|y^{\prime}\right| \in L^{\infty}(\Omega) \subset L^{p}(\Omega)$ for every $p \geqslant 1$, by Theorem 7.14 we have that, for any $p \geqslant 4$ and any $y, y^{\prime} \in \mathbb{R}, X_{t}^{y}, X_{t}^{y^{\prime}} \in L^{p}(\Omega)$ and so $Z^{y, y^{\prime}}$ is a $L^{p}$ semimartingale. Thus, we get

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{t \leqslant \ell}\left|Z_{t}^{y, y^{\prime}}\right|^{p}\right] \\
\leqslant & 4\left|y-y^{\prime}\right|^{p}+4 \mathbb{E}\left[\left.\left.\left|\sup _{t \leqslant \ell} \int_{0}^{t} \frac{(p-2)}{2}\right| Z_{s}^{y, y^{\prime}}\right|^{p / 2-1}\left(\mu\left(s, X_{t}^{y}\right)-\mu\left(s, X_{t}^{y^{\prime}}\right)\right) \mathrm{d} s\right|^{2}\right] \\
& +4 \mathbb{E}\left[\left.\left.\left|\sup _{t \leqslant \ell} \int_{0}^{t} \frac{(p-2)(p-4)}{4}\right| Z_{t}^{y, y^{\prime}}\right|^{p / 2-2}\left(\sigma\left(t, X_{t}^{y}\right)-\sigma\left(t, X_{t}^{y^{\prime}}\right)\right)^{2}\right|^{2}\right] \\
& +4 \mathbb{E}\left[\left.\left.\sup _{t \leqslant \ell}\left|\int_{0}^{t} \frac{(p-2)}{2}\right| Z_{s}^{y, y^{\prime}}\right|^{p / 2-1}\left(\sigma\left(t, X_{s}^{y}\right)-\sigma\left(t, X_{s}^{y^{\prime}}\right)\right) \mathrm{d} B_{s}\right|^{2}\right] \\
\leqslant & 4\left|y-y^{\prime}\right|^{p}+4 \frac{(p-2)}{2} K \tau \int_{0}^{\ell} \mathbb{E}\left[\left|Z_{s}^{y, y^{\prime}}\right|^{p}\right] \mathrm{d} s+(p-2)(p-4) K^{2} \int_{0}^{\ell} \mathbb{E}\left[\left|Z_{s}^{y, y^{\prime} \mid p}\right|^{p} \mathrm{~d} s\right. \\
& +4 \mathbb{E}\left[\int_{0}^{\ell}\left(\frac{(p-2)}{2}\right)^{2}\left|Z_{s}^{y, y^{\prime}}\right|^{p-2}\left(\sigma\left(t, X_{s}^{y}\right)-\sigma\left(t, X_{s}^{y^{\prime}}\right)\right)^{2} \mathrm{~d} s\right] \\
\leqslant & 4\left|y-y^{\prime}\right|^{p}+C_{K, \tau, p} \int_{0}^{\ell} \mathbb{E}\left[\left|Z_{s}^{y, y^{\prime}}\right|^{p}\right] \mathrm{d} s \leqslant 4\left|y-y^{\prime}\right|^{p}+C_{K, \tau, p} \int_{0}^{\ell} \mathbb{E}\left[\sup _{s \leqslant t}\left|Z_{s}^{y, y^{\prime}}\right|^{p}\right] \mathrm{d} t,
\end{aligned}
$$

for a suitable constant $C_{K, \tau, p}>0$ depending on $K, \tau$ and $p$. If we denote by $f^{y, y^{\prime}}(\ell):=$ $\mathbb{E}\left[\sup _{t \leqslant \ell}\left|Z_{t}^{y, y^{\prime}}\right|^{p}\right]$, then we get the integral inequality

$$
f^{y, y^{\prime}}(\ell) \leqslant 4\left|y-y^{\prime}\right|^{p}+C_{K, \tau, p} \int_{0}^{\ell} f^{y, y^{\prime}}(t) \mathrm{d} t,
$$

and thus, by Grownall lemma, we obtain that, for any $\ell \leqslant \tau$,

$$
f^{y, y^{\prime}}(\ell) \leqslant 4\left|y-y^{\prime}\right|^{p} e^{C_{K, \tau, p} t} .
$$

This means that there is a constant $\tilde{C}_{K, \tau, p}>0$ such that

$$
\mathbb{E}\left[\sup _{t \leqslant \tau}\left|X_{t}^{y}-X_{t}^{y^{\prime}}\right|^{p}\right]=\mathbb{E}\left[\sup _{t \leqslant \tau}\left|Z_{t}^{y, y^{\prime}}\right|^{p}\right] \leqslant \tilde{C}_{K, \tau, p}\left|y-y^{\prime}\right|^{p} .
$$

If we choose $p>m=1$, we can apply Theorem 7.20 , i.e. there is a measurable map

$$
\tilde{X}_{t}^{y}: \mathbb{R}_{+} \times \mathbb{R}^{m} \times \Omega^{\prime} \rightarrow \mathbb{R}^{m}
$$

which is predictable with respect to $t$, and continuous with respect to both $t \in \mathbb{R}_{+}$and $y \in \mathbb{R}$ such that

$$
X_{t}^{y}=\tilde{X}_{t}^{y},
$$

almost surely. Since $\tilde{X}_{t}^{y}$ is predictable with respect to the $\sigma$-algebra generated by the Brownian motion $B_{t}$ and the (deterministic) initial condition $y \in \mathbb{R}$, and $\tilde{X}_{t}^{y}$ is almost surely equal to the strong solution $X_{t}^{y}$, the process $\tilde{X}_{t}^{y}$ is also a strong solution to the $\operatorname{SDE}(\mu, \sigma)$ driven by Brownian motion $B_{t}$ and initial condition $y \in \mathbb{R}$. Now we define

$$
\bar{F}(t, y, \omega):=\tilde{X}_{t}^{y}(\omega) .
$$

The theorem is proved
Theorem 7.21. Suppose that $(\mu, \sigma)$ satisfies the assumption $A$ and let $X_{t}$ be the strong solution to the $\operatorname{SDE}(\mu, \sigma)$ driven by the Brownian motion $\bar{B}$ and with initial condition $Y \in L^{2}\left(\mathcal{F}_{0}\right)$. Then there is a set $\Omega_{1} \subset \Omega$ of full measure such that, for any $t \geqslant 0$, we have

$$
X_{t}(\omega)=\bar{F}\left(t, Y(\omega), B_{[0, t]}(\omega)\right),
$$

almost surely, where $\bar{F}: \mathbb{R}_{+} \times \mathbb{R}^{m} \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{m}$ is the map in the thesis of Theorem 7.18.

Proof. Since $\bar{F}\left(\cdot, \cdot, \bar{B}_{[0, t]}\right)$ is predictable and continuous with respect the first two variables, the process $(t, \omega) \mapsto \bar{F}\left(t, Y(\omega), \bar{B}_{[0, t]}(\omega)\right)$ is predictable and continuous with respect to the time. Furthermore, $\bar{F}\left(t, Y(\omega), \bar{B}_{[0, t]}(\omega)\right)$ is measurable with respect to the $\sigma$-algebra $\sigma\left(\sigma(Y), \mathcal{F}_{t}^{B}\right)$ (i.e. the $\sigma$-algebra generated by $Y$ and $\left.\bar{B}_{[0, t]}\right]$. If we are able to prove that $\bar{F}\left(t, Y(\omega), \bar{B}_{[0, t]}(\omega)\right)$ satisfies the $\operatorname{SDE}(\mu, \sigma)$ by the uniqueness of strong solution the theorem is proved.

By definition of $\bar{F}$ we have that

$$
\begin{equation*}
\left(\bar{F}\left(t, x, B_{[0, t]}\right)\right)^{k}=x^{k}+\int_{0}^{t} \mu^{k}\left(s, \bar{F}\left(s, x, B_{[0, s]}\right)\right) \mathrm{d} s+\sum_{j=1}^{n} \int_{0}^{t} \sigma_{j}^{k}\left(s, \bar{F}\left(s, x, B_{[0, s]}\right)\right) \mathrm{d} B_{s}^{j} . \tag{7.11}
\end{equation*}
$$

Consider the (measurable and adapted) maps

$$
\begin{aligned}
& M^{k}: \mathbb{R}^{m} \times \mathbb{R}_{+} \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R} \\
& S_{j}^{k}: \mathbb{R}^{m} \times \mathbb{R}_{+} \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}
\end{aligned}
$$

defined as

$$
M^{k}\left(x, t, B_{[0, t]}\right):=\lim _{|\pi| \rightarrow 0} \sum_{t_{\ell} \in \pi^{t}} \mu^{k}\left(t_{\ell-1}, \bar{F}\left(t_{\ell-1}, x, B_{\left[0, t_{\ell-1}\right]}\right)\right)\left(t_{\ell}-t_{\ell-1}\right)
$$

and

$$
S_{j}^{k}\left(x, t, B_{[0, t]}\right):=\lim _{|\pi| \rightarrow 0} \sum_{t_{\ell} \in \pi^{t}} \sigma_{j}^{k}\left(t_{\ell-1}, \bar{F}\left(t_{\ell-1}, x, B_{\left[0, t_{\ell-1}\right]}\right)\right)\left(B_{t_{\ell}}-B_{t_{\ell-1}}\right)
$$

By the definition of Riemann-Stieltjes and Ito integral we have that equation (7.11) implies

$$
\begin{equation*}
\left(\bar{F}\left(t, x, B_{[0, t]}\right)\right)^{k}=x^{k}+M^{k}\left(x, t, B_{[0, t]}\right)+\sum_{j=1}^{n} S_{j}^{k}\left(x, t, B_{[0, t]}\right) \tag{7.12}
\end{equation*}
$$

On the other hand, we have

$$
\begin{aligned}
\left(\int_{0}^{t} \mu^{k}\left(\bar{F}\left(s, Y, B_{[0, s]}\right)\right) \mathrm{d} s\right)(\omega) & =\lim _{|\pi| \rightarrow 0} \sum_{t_{\ell} \in \pi^{t}} \mu^{k}\left(t_{\ell-1}, \bar{F}\left(t_{\ell-1}, Y(\omega), B_{\left[0, t_{\ell-1}\right]}(\omega)\right)\right)\left(t_{\ell}-t_{\ell-1}\right) \\
& =M^{k}\left(Y(\omega), t, B_{[0, t]}(\omega)\right)
\end{aligned}
$$

and similarly

$$
\begin{aligned}
\left(\int_{0}^{t} \sigma_{j}^{k}\left(\bar{F}\left(s, Y, B_{[0, s]}\right)\right) \mathrm{d} B_{s}^{j}\right)(\omega) & =\lim _{|\pi| \rightarrow 0} \sum_{t_{\ell} \in \pi^{t}} \sigma_{j}^{k}\left(t_{\ell-1}, \bar{F}\left(t_{\ell-1}, Y(\omega), B_{\left[0, t_{\ell-1}\right]}(\omega)\right)\right)\left(t_{\ell}-t_{\ell-1}\right) \\
& =S_{j}^{k}\left(Y(\omega), t, B_{[0, t]}\right)
\end{aligned}
$$

Replacing $x$ by $Y(\omega)$ in equation (7.11) and the previous expression for $M^{k}\left(Y(\omega), t, B_{[0, t]}\right)$ and $S_{j}^{k}\left(Y(\omega), t, B_{[0, t]}\right)$, we get

$$
\begin{aligned}
& \left(\bar{F}\left(t, Y(\omega), B_{[0, t]}(\omega)\right)\right)^{k} \\
= & Y^{k}(\omega)+M^{k}\left(Y(\omega), t, B_{[0, t]}(\omega)\right)+\sum_{j=1}^{n} S_{j}^{k}\left(Y(\omega), t, B_{[0, t]}(\omega)\right) \\
= & Y^{k}(\omega)+\left(\int_{0}^{t} \mu^{k}\left(\bar{F}\left(s, Y, B_{[0, s]}\right)\right) \mathrm{d} s\right)(\omega)+\sum_{j=1}^{n}\left(\int_{0}^{t} \sigma_{j}^{k}\left(\bar{F}\left(s, Y, B_{[0, s]}\right)\right) \mathrm{d} B_{s}^{j}\right)(\omega) .
\end{aligned}
$$

Thus $\left(\bar{F}\left(t, Y(\omega), B_{[0, t]}(\omega)\right)\right)^{k}$ is a strong solution to the $\operatorname{SDE}(\mu, \sigma)$ driven by $\bar{B}$ and with initial condition $Y$, and by uniqueness of strong solution we have $\bar{F}\left(t, Y(\omega), B_{[0, t]}(\omega)\right)=X_{t}(\omega)$ for almost every $\omega \in \Omega$.

### 7.2.2 Markov property of strong solutions

Definition 7.22. An $\operatorname{SDE}(\mu, \sigma)$ is called autonomous if

$$
\mu^{k}(t, x)=\mu^{k}(x), \quad \sigma_{j}^{k}(t, x)=\sigma_{j}^{k}(x)
$$

i.e. the coefficients do not depend explicitly on the time $t \geqslant 0$.

Definition 7.23. Let $X_{t}$ be a $\left(\mathbb{R}^{m}\right)$-stochastic process and let $\mathcal{F}_{t}^{X}=\sigma\left(X_{s}, s \leqslant t\right)$ its natural filtration. We say that the process $X$ is a Markov process if, for any (bounded) continuous function $G$ : $\mathbb{R}^{m k} \rightarrow \mathbb{R}$ and any $t \leqslant t_{1} \leqslant \cdots \leqslant t_{k} \in \mathbb{R}_{+}$, we have

$$
\mathbb{E}\left[G\left(X_{t_{1}}, \ldots, X_{t_{k}}\right) \mid \mathcal{F}_{t}\right]=\mathbb{E}\left[G\left(X_{t_{1}}, \ldots, X_{t_{k}}\right) \mid X_{t}\right]
$$

For any $t \geqslant 0$, we consider the map $Q_{t}: C_{b}^{0}\left(\mathbb{R}^{m}, \mathbb{R}\right) \rightarrow C_{b}^{0}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ (where $C_{b}^{0}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ is the set of bounded continuous functions on $\mathbb{R}^{m}$ ) given by

$$
Q_{t}(f)(x):=\mathbb{E}\left[f\left(\bar{F}\left(t, x, \bar{B}_{[0, t]}\right)\right)\right], \quad f \in C_{b}^{0}\left(\mathbb{R}^{m}, \mathbb{R}\right), x \in \mathbb{R}^{m}
$$

where $\bar{F}: \mathbb{R}_{+} \times \mathbb{R}^{m} \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ is the function introduced in Theorem 7.18 . Since the function $\bar{F}$ is continuous with respect to the first two variables, if $f$ is continuous and bounded, by Lebesgue dominated convergence theorem $Q_{t}(f)$ is (bounded) and continuous.

We want to prove the following theorem.
Theorem 7.24. Let $(\mu, \sigma)$ be an autonomous SDE satisfying assumption $A$ and let $X_{t}$ the strong solution to the $S D E(\mu, \sigma)$ driven by the Brownian motion $\bar{B}$ and with initial condition $Y \in L^{2}\left(\mathcal{F}_{0}\right)$ then, for any $t \geqslant s$, we have

$$
\mathbb{E}\left[G\left(X_{t}\right) \mid \mathcal{F}_{s}\right]=Q_{t-s}(G)\left(X_{s}\right)
$$

Remark 7.25. Hereafter, we introduce the concept of strong solution $X^{t_{0}, Y}$ to the $\operatorname{SDE}(\mu, \sigma)$ driven by the Brownian motion $\bar{B}$, starting at the time $t_{0} \geqslant 0$ with initial condition $Y \in\left(L^{0}\left(\mathcal{F}_{t_{0}}\right)\right)^{m}$, namely we have that $X^{t_{0}, Y}$ the process is continuous and it satisfies the first part of Definition 6.1 and we have

$$
X_{t}^{t_{0}, Y, k}=Y^{k}+\int_{t_{0}}^{t} \mu^{k}\left(X_{s}^{t_{0}, Y}\right) \mathrm{d} s+\sum_{j=1}^{n} \int_{t_{0}}^{t} \sigma_{j}^{k}\left(X_{s}^{t_{0}, Y, k}\right) \mathrm{d} B_{s}^{j}
$$

Lemma 7.26. Consider an autonomous $\operatorname{SDE}(\mu, \sigma)$ satisfying assumption $A$ and let $t_{0} \geqslant 0$, $Y \in\left(L^{0}\left(\mathcal{F}_{t_{0}}\right)\right)^{m}$ and $\bar{B}$ a $n$-dimensional Brownian motion. Then we have that

$$
X_{t}^{t_{0}, Y}=\bar{F}\left(t-t_{0}, Y,\left(B_{\left[t_{0}, t\right]}-B_{t_{0}}\right)\right)
$$

is the unique strong solution to the $\operatorname{SDE}(\mu, \sigma)$ driven by the Brownian motion $\bar{B}$, starting at the time $t_{0} \geqslant 0$ with initial condition $Y \in\left(L^{0}\left(\mathcal{F}_{t_{0}}\right)\right)^{m}$, where $\bar{F}: \mathbb{R}_{+} \times \mathbb{R}^{m} \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{m}$ is the map in the thesis of Theorem 7.18.

Proof. The existence and uniqueness of strong solutions starting at an arbitrary time $t_{0}$ can be proved as in Theorem 6.8 and Theorem 6.16.

Consider the stochastic process

$$
\tilde{B}_{t-t_{0}}=\bar{B}_{t}-\bar{B}_{t_{0}}=\left(\bar{B}_{t}^{1}-\bar{B}_{t_{0}}^{1}, \ldots, \bar{B}_{t}^{n}-\bar{B}_{t_{0}}^{n}\right)
$$

defined for $t \geqslant t_{0}$. The process $\tilde{B}_{t}$ is a Brownian motion independent of $\mathcal{F}_{t_{0}}$ and, denoting by $\tilde{\mathcal{F}}_{t} \tilde{B}^{B}$ the natural filtration of $\tilde{B}_{t}$ we have that

$$
\mathcal{F}_{t}=\sigma\left(\tilde{\mathcal{F}}_{t-t_{0}}^{\tilde{B}}, \mathcal{F}_{t_{0}}\right)
$$

Let $\tilde{X}_{t}$ be the strong solution to the $\operatorname{SDE}(\mu, \sigma)$ driven by the Brownian motion $\tilde{B}_{t}$ and with initial condition $Y \in \mathcal{F}_{t_{0}}$, thus we have that $\tilde{X}_{t}$ is given by the expression

$$
\tilde{X}_{t}^{k}=Y^{k}+\int_{0}^{t} \mu\left(\tilde{X}_{s}^{k}\right) \mathrm{d} s+\sum_{j=1}^{n} \int_{0}^{t} \sigma_{j}^{k}\left(\tilde{X}_{s}\right) \mathrm{d} \tilde{B}_{s}
$$

On the other hand we have that

$$
\begin{aligned}
\int_{0}^{t} \sigma_{j}^{k}\left(\tilde{X}_{s}\right) \mathrm{d} \tilde{B}_{s}^{j} & =\lim _{|\pi| \rightarrow 0} \sum_{t_{\ell} \in \pi^{t}} \sigma_{j}^{k}\left(\tilde{X}_{t_{\ell-1}}\right)\left(\tilde{B}_{t_{\ell}}^{j}-\tilde{B}_{t_{\ell-1}}^{j}\right) \\
& =\lim _{|\pi| \rightarrow 0} \sum_{t_{\ell} \in \pi^{t}} \sigma_{j}^{k}\left(\tilde{X}_{t_{\ell-1}}\right)\left(B_{t_{\ell}+t_{0}}^{j}-B_{t_{\ell-1}+t_{0}}^{j}\right) \\
& =\int_{t_{0}}^{t} \sigma_{j}^{k}\left(\tilde{X}_{s-t_{0}}\right) \mathrm{d} B_{s}^{j}
\end{aligned}
$$

This means that, if we write $\hat{X}_{t}:=\tilde{X}_{t-t_{0}}$ (defined for $t \geqslant t_{0}$ ), we get that

$$
\begin{aligned}
\hat{X}_{t}^{k} & =Y^{k}+\int_{t_{0}}^{t} \mu\left(\tilde{X}_{s-t_{0}}^{k}\right) \mathrm{d} s+\sum_{j=1}^{n} \int_{t_{0}}^{t} \sigma_{j}^{k}\left(\tilde{X}_{s-t_{0}}\right) \mathrm{d} B_{s}^{j} \\
& =Y^{k}+\int_{t_{0}}^{t} \mu\left(\hat{X}_{s}^{k}\right) \mathrm{d} s+\sum_{j=1}^{n} \int_{t_{0}}^{t} \sigma_{j}^{k}\left(\hat{X}_{s}\right) \mathrm{d} B_{s}^{j}
\end{aligned}
$$

and thus $\hat{X}_{t}^{k}=X_{t}^{t_{0}, Y}$ is the strong solution to the $\operatorname{SDE}(\mu, \sigma)$ driven by $\bar{B}$, starting at $t_{0}$ with initial condition $Y$. On the other hand, by Theorem 7.21, we have

$$
X_{t}^{t_{0}, Y}(\omega)=\hat{X}_{t}(\omega)=\tilde{X}_{t-t_{0}}(\omega)=\bar{F}\left(t-t_{0}, Y(\omega), \tilde{B}_{\left[0, t-t_{0}\right]}\right)=\bar{F}\left(t-t_{0}, Y(\omega),\left(B_{\left[t_{0}, t\right]}-B_{t_{0}}\right)\right)
$$

for almost every $\omega \in \Omega$.
Proof of Theorem 7.24. If $X_{t}$ is the strong solution to the $\operatorname{SDE}(\mu, \sigma)$ driven by the Brownian motion $\bar{B}$, then for any $t \geqslant s$ we have

$$
X_{t}^{k}-X_{s}^{k}=\int_{s}^{t} \mu^{k}\left(X_{s}\right) \mathrm{d} s+\sum_{j=1}^{n} \int_{s}^{t} \sigma_{j}^{k}\left(X_{s}\right) \mathrm{d} B_{s}^{j}
$$

In other words, for any $t \geqslant s, X_{t}=X_{t}^{s, X_{s}}$ where $X_{t}^{s, X_{s}}$ is the strong solution to the $\operatorname{SDE}(\mu, \sigma)$ starting at $s \geqslant 0$ with initial condition $X_{s} \in L^{2}\left(\mathcal{F}_{s}\right)$. On the other hand, by Lemma 7.26, we have

$$
X_{t}^{s, X_{s}}=\bar{F}\left(t-s, X_{s}, \bar{B}_{[s, t]}-\bar{B}_{s}\right)
$$

Thus we obtain

$$
\mathbb{E}\left[G\left(X_{t}\right) \mid \mathcal{F}_{s}\right]=\mathbb{E}\left[G\left(X_{t}^{s, X_{s}}\right) \mid \mathcal{F}_{s}\right]=\mathbb{E}\left[G\left(\bar{F}\left(t-s, X_{s}, \bar{B}_{[s, t]}-\bar{B}_{s}\right)\right) \mid \mathcal{F}_{s}\right]
$$

Furthermore, since $\bar{B}$ is a Brownian motion and it has independent increments, the $\tilde{B}_{t-s}=\bar{B}_{t}-\bar{B}_{s}$ is a Brownian motion independent of $\mathcal{F}_{s}$ and thus we have

$$
\begin{gathered}
\mathbb{E}\left[G\left(\bar{F}\left(t-s, X_{s}, \bar{B}_{[s, t]}-\bar{B}_{s}\right)\right) \mid \mathcal{F}_{s}\right](\omega)=\int_{C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)} G\left(\bar{F}\left(t-s, X_{s}(\omega), \tilde{B}_{t-s}(\cdot)\right)\right) \mathbb{P}_{\tilde{B}_{t-s}}(\mathrm{~d} \cdot) \\
=\mathbb{E}_{\tilde{B}}\left[G\left(\bar{F}\left(t-s, X_{s}(\omega), \tilde{B}_{t-s}(\cdot)\right)\right)\right]
\end{gathered}
$$

where the previous symbols we mean that $\omega \in \Omega$ we fix the value of the random variable $X_{s}(\omega)$ and we take the expectation with respect to the independent Brownian motion $\tilde{B}$. On the other hand, by definition of $Q_{t-s}$, we have

$$
\mathbb{E}_{\tilde{B}}\left[G\left(\bar{F}\left(t-s, X_{s}(\omega), \tilde{B}_{t-s}(\cdot)\right)\right)\right]=Q_{t-s}(G)\left(X_{s}\right)
$$

Corollary 7.27. We have that for any $t_{1}, t_{2} \geqslant 0$, then, for any $f \in C_{b}^{0}\left(\mathbb{R}^{m}, \mathbb{R}\right), Q_{t_{1}+t_{2}}(f)=$ $Q_{t_{2}}\left(Q_{t_{1}}(f)\right)$.

Proof. It follows from Theorem 7.24 and the tower property of the expected values. Indeed,

$$
\begin{aligned}
Q_{t_{1}+t_{2}}(f)(x) & =\mathbb{E}\left[f\left(X_{t_{1}+t_{2}}^{x}\right) \mid \mathcal{F}_{0}\right]=\mathbb{E}\left[\mathbb{E}\left[f\left(X_{t_{1}+t_{2}}^{x}\right) \mid \mathcal{F}_{t_{2}}\right] \mid \mathcal{F}_{0}\right] \\
& =\mathbb{E}\left[Q_{t_{1}}\left(X_{t_{2}}^{x}\right) \mid \mathcal{F}_{0}\right]=Q_{t_{2}}\left(Q_{t_{1}}(f)\right)\left(X_{0}^{x}\right)=Q_{t_{2}}\left(Q_{t_{1}}(f)\right)(x)
\end{aligned}
$$

which is the stated property.

Remark 7.28. Corollary 7.27 proves that the family of maps $Q_{t}$ is a semigroup. When $X_{t}$ is a Markov process, the semigroup $Q_{t}$ is called Markov semigroup associated with the process $X_{t}$.

Corollary 7.29. We have that, for any $t_{1}, t_{2} \geqslant 0$

$$
\begin{equation*}
\bar{F}\left(t_{1}+t_{2}, x, B_{\left[0, t_{1}+t_{2}\right]}\right)=\bar{F}\left(t_{2}, \bar{F}\left(t_{1}, x, B_{\left[0, t_{1}\right]}\right), B_{\left[t_{1}, t_{1}+t_{2}\right]}-B_{t_{2}}\right) . \tag{7.13}
\end{equation*}
$$

Proof. The statement follows directly from the proof of Theorem 7.24.
Remark 7.30. Sometimes it is equation (7.13) that is called Markov property of the solution to the $\operatorname{SDE}(\mu, \sigma)$. More generally (7.13) show that, defining for every $s \leqslant t \in \mathbb{R}_{+}$and $\omega \in \Omega$, the continuous map $\Phi_{(s, t), \omega}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$, as

$$
\Phi_{(s, t), \omega}(x):=\bar{F}\left(t-s, x, B_{[s, t]}(\omega)-B_{s}(\omega)\right),
$$

for any $\omega \in \Omega$, the map $\Phi_{\cdot, \omega}(\cdot)$ is a flow of homeomorphism, namely, for any $s \leqslant t \leqslant u$ we have

$$
\Phi_{(s, u), \omega}(x)=\Phi_{(t, u), \omega}\left(\Phi_{(s, t), \omega}(x)\right) .
$$

Theorem 7.31. Let $(\mu, \sigma)$ be an autonomous SDE satisfying assumption $A$ and let $X_{t}$ the strong solution to the $\operatorname{SDE}(\mu, \sigma)$ driven by the Brownian motion $\bar{B}$ and with initial condition $Y \in L^{2}\left(\mathcal{F}_{0}\right)$ then $X_{t}$ is a Markov process.

Proof. We prove the theorem for functions $G: \mathbb{R}^{m k} \rightarrow \mathbb{R}$ of the form

$$
G\left(X_{t_{1}}, \ldots, X_{t_{k}}\right)=G_{1}\left(X_{t_{1}}\right) \cdots G_{k}\left(X_{t_{k}}\right) .
$$

Since the functions of the previous form are dense (with respect to the point wise convergence) in the set of continuous bounded function, the theorem is proved.

Consider $t \leqslant t_{1} \leqslant \cdots \leqslant t_{k} \in \mathbb{R}_{+}$, then, by Theorem we have

$$
\begin{aligned}
\mathbb{E}\left[G\left(X_{t_{1}}, \ldots, X_{t_{k}}\right) \mid \mathcal{F}_{t}\right] & =\mathbb{E}\left[G_{1}\left(X_{t_{1}}\right) \cdots G_{k-1}\left(X_{t_{k-1}}\right) \mathbb{E}\left[G_{k}\left(X_{t_{k}}\right) \mid \mathcal{F}_{t_{k-1}}\right] \mid \mathcal{F}_{t}\right] \\
& =\mathbb{E}\left[G_{1}\left(X_{t_{1}}\right) \cdots G_{k-1}\left(X_{t_{k-1}}\right) Q_{t_{k}-t_{k-1}}(G)\left(X_{t_{k-1}}\right) \mid \mathcal{F}_{t}\right] \\
& =\mathbb{E}\left[G_{1}\left(X_{t_{1}}\right) \cdots G_{k-2}\left(X_{t_{k-2}}\right) \mathbb{E}\left[G_{k-1}\left(X_{t_{k-1}}\right) Q_{t_{k}-t_{k-1}}(G)\left(X_{t_{k-1}}\right) \mid \mathcal{F}_{t_{k-2}}\right] \mid \mathcal{F}_{t}\right] \\
& =\mathbb{E}\left[G_{1}\left(X_{t_{1}}\right) \cdots G_{k-2}\left(X_{t_{k-2}}\right) Q_{t_{k-1}-t_{k-1}}\left(G_{k-1} Q_{t_{k}-t_{k-1}}\left(G_{k}\right)\right)\left(X_{t_{k-2}}\right) \mid \mathcal{F}_{t}\right] \\
& =\mathbb{E}\left[G_{1}\left(X_{t_{1}}\right) Q_{t_{2}-t_{1}}\left(G_{2} Q_{t_{3}-t_{2}}\left(\cdots Q_{t_{k}-t_{k-1}}\left(G_{k}\right) \cdots\right)\left(X_{t_{1}}\right) \mid \mathcal{F}_{t}\right]\right. \\
& =Q_{t_{1}-t}\left(G_{1} Q_{t_{2}-t_{1}}\left(G_{2} \cdots Q_{t_{k}-t_{k-1}}\left(G_{k}\right) \cdots\right)\right)\left(X_{t}\right) .
\end{aligned}
$$

In other words $\mathbb{E}\left[G\left(X_{t_{1}}, \ldots, X_{t_{k}}\right) \mid \mathcal{F}_{t}\right]$ is equal to a function of only $X_{t}$, i.e.

$$
\begin{aligned}
\mathbb{E}\left[G\left(X_{t_{1}}, \ldots, X_{t_{k}}\right) \mid X_{t}\right] & =\mathbb{E}\left[\mathbb{E}\left[G\left(X_{t_{1}}, \ldots, X_{t_{k}}\right) \mid \mathcal{F}_{t}\right] \mid X_{t}\right] \\
& =\mathbb{E}\left[Q_{t_{1}-t}\left(G_{1} Q_{t_{2}-t_{1}}\left(G_{2} \cdots Q_{t_{k}-t_{k}-1}\left(G_{k}\right) \cdots\right)\right)\left(X_{t}\right) \mid X_{t}\right] \\
& =Q_{t_{1}-t}\left(G_{1} Q_{t_{2}-t_{1}}\left(G_{2} \cdots Q_{t_{k}-t_{k-1}}\left(G_{k}\right) \cdots\right)\right)\left(X_{t}\right) .
\end{aligned}
$$

This proves that $X_{t}$ is a Markov process.

## Chapter 8

## SDEs and evolution PDEs

### 8.1 Kolmogorov (backward) equation

We recall the definition of the operator

$$
\mathcal{L}_{t}(f)(t, x):=\sum_{k=1}^{m} \mu^{k}(t, x) \partial_{x^{k}} f(t, x)+\frac{1}{2} \sum_{k, k^{\prime}=1}^{m}\left(\sum_{j=1}^{n} \sigma_{j}^{k}(t, x) \sigma_{j}^{k^{\prime}}(t, x)\right) \partial_{x^{k} x^{k^{\prime}}} f(t, x)
$$

Hereafter we denote by $C^{1,2}\left(\mathbb{R}_{+} \times \mathbb{R}^{m}, \mathbb{R}\right)$ the set of functions $u: \mathbb{R}_{+} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ which are differentiable one time with respect to the first variable (i.e. $t \in \mathbb{R}_{+}$) and two times differentiable with respect to the second set of variables (i.e. $x \in \mathbb{R}^{m}$ ), and all the derivatives of $u$ mentioned before are continuous. We will use also the notation $C^{1,2}\left([0, \tau] \times \mathbb{R}^{m}, \mathbb{R}\right)$ for the set of functions defined only on the compact set $[0, \tau]$ which are differentiable one time with respect to the first variable and two times differentiable with respect to the second set of variables.

Theorem 8.1. Let $(\mu, \sigma)$ be a SDE satisfying assumption $A$, and consider a function $u \in C^{1,2}([0$, $\tau] \times \mathbb{R}^{m}, \mathbb{R}$ ) which is a (classical) solution to the PDE

$$
\begin{equation*}
\partial_{t} u(t, x)+\mathcal{L}_{t} u(t, x)=0, \quad u(\tau, x)=f(x) \tag{8.1}
\end{equation*}
$$

(where $f(x) \in C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ ) and such that $u$ grows at most polynomial at infinity, i.e. there is $N \in \mathbb{N}$ and $R>0$ such that, for every $t \in[0, \tau], x \in \mathbb{R}^{m}$ we have

$$
|u(t, x)| \leqslant R\left(1+|x|^{N}\right)
$$

Then we have

$$
\begin{equation*}
\mathbb{E}\left[f\left(X_{\tau}^{t, x}\right)\right]=\mathbb{E}\left[u\left(\tau, X_{\tau}^{t, x}\right)\right]=u(t, x), \tag{8.2}
\end{equation*}
$$

where $X_{s}^{t, x}$ is a the strong solution to the $\operatorname{SDE}(\mu, \sigma)$ starting at time $t \in \mathbb{R}_{+}$and with initial condition $X_{x}^{t, x}=x \in \mathbb{R}^{m}$.

Proof. The theorem is a simple application of Ito formula. Indeed, by Lemma 7.10, we have

$$
\begin{aligned}
\mathrm{d} u\left(s, X_{s}^{t, x}\right) & =\left(\partial_{t} u\left(s, X_{s}^{t, x}\right)+\mathcal{L}_{s}(u)\left(s, X_{s}^{t, x}\right)\right) \mathrm{d} s+\sum_{j=1}^{n}\left(\sum_{k=1}^{m} \sigma_{j}^{k}\left(s, X_{s}^{t, x}\right) \partial_{x^{k}} u\left(s, X_{s}^{t, x}\right)\right) \mathrm{d} B_{s}^{j} \\
& =\sum_{j=1}^{n}\left(\sum_{k=1}^{m} \sigma_{j}^{k}\left(s, X_{s}^{t, x}\right) \partial_{x^{k}} u\left(s, X_{s}^{t, x}\right)\right) \mathrm{d} B_{s}^{j}
\end{aligned}
$$

where we used that $u$ satisfies equation (8.1). The previous equality proves that the process $u\left(s, X_{s}^{t, x}\right)$ (defined for $s \geqslant t$ ) is a local martingale.

We now prove that $u\left(s, X_{s}^{t, x}\right)$ is a real martingale. Since the initial condition of the strong solution $X_{s}^{t, x}$ to the $\operatorname{SDE}(\mu, \sigma)$ is deterministic by Theorem 7.14, we have

$$
\mathbb{E}\left[\left|X_{s}^{t, x}\right|^{p}\right] \leqslant C_{K, p} e^{\lambda_{K, p}(s-t)}\left(1+|x|^{p}\right)
$$

for every $s>0$ and $p \geqslant 4$ and suitable constant $C_{K, p}, \lambda_{K, p} \geqslant 0$. Thus we have

$$
\begin{aligned}
\mathbb{E}\left[\left|u\left(s, X_{s}^{t, x}\right)\right|^{2}\right] & \leqslant \mathbb{E}\left[\left(1+\left|X_{s}^{t, x}\right|\right)^{2 N}\right] \leqslant 2^{2 N}\left(1+\mathbb{E}\left[\left|X_{s}^{t, x}\right|^{2 N}\right]\right) \\
& \leqslant 2^{2 N}\left(1+C_{K, 2 N} e^{\lambda_{K, 2 N}(s-t)}\left(1+|x|^{2 N}\right)\right)<+\infty
\end{aligned}
$$

This implies that the process $u\left(s, X_{s}^{t, x}\right)$ is a continuous local martingale bounded in $L^{2}$, which means that $u\left(s, X_{s}^{t, x}\right)$ is a $\mathcal{M}_{c}^{2}$ martingale and so a real martingale. Thus by definition of martingale

$$
\mathbb{E}\left[f\left(X_{\tau}^{t, x}\right)\right]=\mathbb{E}\left[u\left(\tau, X_{\tau}^{t, x}\right)\right]=\mathbb{E}\left[\mathbb{E}\left[u\left(\tau, X_{\tau}^{t, x}\right) \mid \mathcal{F}_{t}\right]\right]=\mathbb{E}\left[u\left(t, X_{t}^{t, x}\right)\right]=\mathbb{E}[u(t, x)]=u(t, x),
$$

which concludes the proof.
Remark 8.2. Equation (8.1) is usually called the Kolmogorov (backward) equation associated with the $S D E(\mu, \sigma)$.

For autonomous SDE, i.e. in the case where $\mu, \sigma$ do not depend on $t$ and so the operator

$$
\begin{equation*}
\mathcal{L}_{t}:=\mathcal{L}=\sum_{k=1}^{m} \mu^{k}(x) \partial_{x^{k}}+\frac{1}{2} \sum_{k, k^{\prime}=1}^{m}\left(\sum_{j=1}^{n} \sigma_{j}^{k}(x) \sigma_{j}^{k^{\prime}}(x)\right) \partial_{x^{k} x^{k^{\prime}}} \tag{8.3}
\end{equation*}
$$

do not depend on $t$ too, we can give to Theorem 8.1 the following formulation.
Theorem 8.3. Let $(\mu, \sigma)$ be an autonomous SDE satisfying assumption $A$, and consider a function $v \in C^{1,2}\left([0, \tau] \times \mathbb{R}^{m}, \mathbb{R}\right)$ which is a (classical) solution to the PDE

$$
\begin{equation*}
\partial_{t} v(t, x)=\mathcal{L} v(t, x), \quad v(0, x)=f(x) \tag{8.4}
\end{equation*}
$$

(where $f(x) \in C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ ) and such that $v$ grows at most polynomial at infinity, i.e. there is $N \in \mathbb{N}$ and $R>0$ such that, for every $t \in[0, \tau], x \in \mathbb{R}^{m}$, we have

$$
|v(t, x)| \leqslant R\left(1+|x|^{N}\right) .
$$

Then we have

$$
\begin{equation*}
\mathbb{E}\left[f\left(X_{t}^{x}\right)\right]=\mathbb{E}\left[v\left(0, X_{t}^{x}\right)\right]=v(t, x), \tag{8.5}
\end{equation*}
$$

where $X_{t}^{x}$ is the strong solution to the $\operatorname{SDE}(\mu, \sigma)$ starting at time 0 and with initial condition $X_{0}^{x}=x \in \mathbb{R}^{m}$.

Remark 8.4. Using the map $\bar{F}: \mathbb{R}_{+} \times \mathbb{R}^{m} \times C^{0}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{m}$ defined in Theorem 7.18 , equation (8.5) can be written in the following way

$$
v(x, t)=\mathbb{E}\left[f\left(\bar{F}\left(t, x, \bar{B}_{[0, t]}\right)\right)\right]=Q_{t}(f)(x) .
$$

Proof of Theorem 8.3. Fix $\tau>0$ and consider the function

$$
u(t, x)=v(\tau-t, x) .
$$

Then the function $u$ solves the Kolmogorov backward equation associated with $(\mu, \sigma)$; indeed

$$
\partial_{t} u(t, x)=-\partial_{t} v(\tau-t, x)=-\mathcal{L} v(\tau-t, x)=-\mathcal{L} u(t, x) .
$$

By Theorem 8.1, this means that, for any $0 \leqslant t \leqslant \tau$, we have

$$
v(\tau-t, x)=u(t, x)=\mathbb{E}\left[u\left(\tau, X_{\tau}^{t, x}\right)\right]=\mathbb{E}\left[v\left(0, X_{\tau}^{t, x}\right)\right]=\mathbb{E}\left[f\left(X_{\tau}^{t, x}\right)\right]
$$

On the other hand by Lemma 7.26, we have

$$
v(\tau-t, x)=\mathbb{E}\left[f\left(X_{\tau}^{t, x}\right)\right]=\mathbb{E}\left[f\left(\bar{F}\left(\tau-t, x, \bar{B}_{[0, \tau-t]}\right)\right)\right]
$$

which, by Remark 8.4, is equivalent to the thesis.
We can prove a sort of reverse of Theorem 8.3.

Proposition 8.5. Consider $f \in C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ and suppose that $(\mu, \sigma)$ satisfies assumption $A$. If the function $u(t, x)=Q_{t}(f)(x)$ (as a function of $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{m}$ ) is such that for any $t \in \mathbb{R}_{+}$we have $u(t, \cdot) \in C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ and for any $x \in \mathbb{R}^{m}$ we have that $u(\cdot, x)$ is differentiable with respect to time, and the function $u(t, x)$ and its first and second derivatives have at most polynomial growth at infinity, then we have

$$
\partial_{t} u=\mathcal{L}(u)(t, x) .
$$

Proof. By the semigroup property of $Q_{t}$ we have that for any $\Delta t \geqslant 0$

$$
u(t,+\Delta t, x)=Q_{t+\Delta t} f(x)=Q_{\Delta t}\left(Q_{t} f(x)\right)=Q_{\Delta t}(u(t, x))
$$

Furthermore, by definition of $Q_{\Delta t}$, we have

$$
Q_{\Delta t}(u(t, x))=\mathbb{E}\left[u\left(t, X_{\Delta t}^{x}\right)\right] .
$$

Since $u \in C^{1,2}\left(\mathbb{R}_{+} \times \mathbb{R}^{m}, \mathbb{R}\right)$ we can apply Ito formula to $u\left(t, X_{\Delta t}^{x}\right)$, getting

$$
\mathbb{E}\left[u\left(t, X_{\Delta t}^{x}\right)\right]=u(t, x)+\mathbb{E}\left[\int_{0}^{\Delta t} \mathcal{L}(u)\left(t, X_{s}^{x}\right) \mathrm{d} s\right]+\mathbb{E}\left[\sum_{k=1}^{m} \sum_{j=1}^{n} \int_{0}^{\Delta t} \sigma_{j}^{k}\left(X_{s}^{x}\right) \partial_{x^{k}} u\left(t, X_{s}^{x}\right) \mathrm{d} B_{s}^{j}\right]
$$

Since $\partial_{x^{k}} u(t, x)$ has at most linear growth at infinity then

$$
\mathbb{E}\left[\int_{0}^{\Delta t}\left|\sigma_{j}^{k}\left(X_{s}^{x}\right) \partial_{x^{k}} u\left(t, X_{s}^{x}\right)\right|^{2} \mathrm{~d} s\right]<+\infty
$$

and so $\int_{0}^{\Delta t} \sigma_{j}^{k}\left(X_{s}^{x}\right) \partial_{x^{k}} u\left(t, X_{s}^{x}\right) \mathrm{d} B_{s}^{j}$ is a real martingale. This implies that

$$
\frac{\mathbb{E}\left[u\left(t, X_{\Delta t}^{x}\right)\right]-u(t, x)}{\Delta t}=\mathbb{E}\left[\frac{1}{\Delta t} \int_{0}^{\Delta t} \mathcal{L}(u)\left(t, X_{s}^{x}\right) \mathrm{d} s\right] .
$$

We have that, for any $p \geqslant 1$ and $\Delta t \leqslant 1$,

$$
\mathbb{E}\left[\left|u\left(t, X_{\Delta t}^{x}\right)\right|^{p}\right]<C_{p},
$$

and

$$
\mathbb{E}\left[\left|\frac{1}{\Delta t} \int_{0}^{\Delta t} \mathcal{L}(u)\left(t, X_{s}^{x}\right) \mathrm{d} s\right|^{p}\right] \leqslant \text { Jensen } \frac{1}{\Delta t} \int_{0}^{\Delta t} \mathbb{E}\left[\left|\mathcal{L}(u)\left(t, X_{s}^{x}\right)\right|^{p}\right]<C_{p}
$$

for some constant $C_{p}>0$ (dependent on $p$ but not on $\Delta t$ ). Thus the random variables $\{u(t$, $\left.\left.X_{\Delta t}^{x}\right)\right\}_{\Delta t \leqslant 1}$ and $\left\{\frac{1}{\Delta t} \int_{0}^{\Delta t} \mathcal{L}(u)\left(t, X_{s}^{x}\right) \mathrm{d} s\right\}_{\Delta t}$ are uniformly integrable.

Finally, since $X_{t}^{x} \rightarrow x$ as $t \rightarrow 0$ and $\mathcal{L}(u)$ is continuous (being $u \in C^{1,2}\left(\mathbb{R}_{+} \times \mathbb{R}^{m}, \mathbb{R}\right)$ ), we have

$$
\frac{1}{\Delta t} \int_{0}^{\Delta t} \mathcal{L}(u)\left(t, X_{s}^{x}\right) \mathrm{d} s \rightarrow \mathcal{L}(u)(t, x), \quad \Delta t \rightarrow 0
$$

almost surely. By the uniform integrability of $\left\{\frac{1}{\Delta t} \int_{0}^{\Delta t} \mathcal{L}(u)\left(t, X_{s}^{x}\right) \mathrm{d} s\right\}_{\Delta t \leqslant 1}$, this implies that

Thus we have

$$
\lim _{\Delta t \rightarrow 0} \mathbb{E}\left[\frac{1}{\Delta t} \int_{0}^{\Delta t} \mathcal{L}(u)\left(t, X_{s}^{x}\right) \mathrm{d} s\right]=\mathcal{L}(u)(t, x)
$$

$$
\begin{aligned}
\partial_{t} u(t, x) & =\lim _{\Delta t \rightarrow 0^{+}} \frac{(u(t+\Delta t, x)-u(t, x))}{\Delta t} \\
& =\lim _{\Delta t \rightarrow 0^{+}} \frac{\left(Q_{\Delta t} u(t, x)-u(t, x)\right)}{\Delta t} \\
& =\lim _{\Delta t \rightarrow 0^{+}} \frac{\left(Q_{\Delta t} u(t, x)-u(t, x)\right)}{\Delta t} \\
& =\lim _{\Delta t \rightarrow 0^{+}} \frac{\mathbb{E}\left[u\left(t, X_{\Delta t}^{x}\right)\right]-u(t, x)}{\Delta t} \\
& =\lim _{\Delta t \rightarrow 0^{+}} \mathbb{E}\left[\frac{1}{\Delta t} \int_{0}^{\Delta t} \mathcal{L}(u)\left(t, X_{s}^{x}\right) \mathrm{d} s\right]=\mathcal{L}(u)(t, x) .
\end{aligned}
$$

### 8.1.1 Feynman-Kac formula

The probabilistic representations (8.2) and (8.5), of the solutions to equations (8.1) and (8.4) respectively, can be extended to a more general linear parabolic equations.

Definition 8.6. Consider a continuous function $q: \mathbb{R}^{m} \rightarrow \mathbb{R}$ bounded from below, an autonomous $S D E(\mu, \sigma)$ satisfying assumption $A$ (and the related operator $\mathcal{L}$ defined in (8.3)), a $C^{1,2}\left(\mathbb{R}_{+} \times \mathbb{R}^{m}\right.$, $\mathbb{R}$ ) function $g: \mathbb{R}_{+} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$, and a $C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ function $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ growing at most polynomially at infinity. Then a function $v \in C^{1,2}\left(\mathbb{R}_{+} \times \mathbb{R}^{m}, \mathbb{R}\right)$ growing at most polynomially at infinity is a classical solution to the parabolic equation $(q, \mathcal{L}, g)$ with initial condition $f$ if

$$
\begin{equation*}
\partial_{t} v(t, x)=\mathcal{L} v(t, x)-q(x) v(t, x)-g(t, x), \quad v(0, x)=f(x), \tag{8.6}
\end{equation*}
$$

for any $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{m}$.
Theorem 8.7. Under the hypotheses and notation of Definition 8.6, if $v$ is a solution to equation (8.6) growing at most polynomially at infinity then we have that

$$
\begin{equation*}
v(t, x)=\mathbb{E}\left[f\left(X_{t}^{x}\right) e^{-\int_{0}^{t} q\left(X_{s}^{x}\right) \mathrm{d} s}+\int_{0}^{t} g\left(s, X_{s}^{x}\right) e^{-\int_{0}^{s} q\left(X_{\ell}^{x}\right) \mathrm{d} \ell} \mathrm{~d} s\right], \tag{8.7}
\end{equation*}
$$

where $X_{t}^{x}$ is the strong solution to the $\operatorname{SDE}(\mu, \sigma)$ such that $X_{0}^{x}=x \in \mathbb{R}^{m}$.
Proof. Fix $\tau>0$ and consider the process (defined in the set $[0, \tau]$ )

$$
R_{t}=v\left(\tau-t, X_{t}^{x}\right) e^{-\int_{0}^{t} q\left(X_{s}^{x}\right) \mathrm{d} s}+\int_{0}^{t} g\left(s, X_{s}^{x}\right) e^{-\int_{0}^{s} q\left(X_{\ell}\right) \mathrm{d} \ell} \mathrm{~d} s
$$

We have that

$$
\begin{aligned}
\mathrm{d} R_{t}= & \left(-\partial_{t} v\left(\tau-t, X_{t}^{x}\right) e^{-\int_{0}^{t} q\left(X_{s}^{x}\right) \mathrm{d} s}-q\left(X_{t}^{x}\right) v\left(\tau-t, X_{t}^{x}\right) e^{-\int_{0}^{t} q\left(X_{s}^{x}\right) \mathrm{d} s}\right) \mathrm{d} t \\
& +\left(\mathcal{L} v\left(t-\tau, X_{t}^{x}\right) e^{-\int_{0}^{t} q\left(X_{s}^{x}\right) \mathrm{d} s}+g\left(t, X_{s}^{x}\right) e^{-\int_{0}^{t} q\left(X_{s}\right) \mathrm{d} s}\right) \mathrm{d} t \\
& +\sum_{j=1}^{n}\left(\sum_{k=1}^{m} \sigma_{j}^{k}\left(X_{t}^{x}\right) \partial_{x^{k}} v\left(t-\tau, X_{t}^{x}\right)\right) \mathrm{d} B_{t}^{j} \\
= & \sum_{j=1}^{n}\left(\sum_{k=1}^{m} \sigma_{j}^{k}\left(X_{t}^{x}\right) \partial_{x^{k} v} v\left(t-\tau, X_{t}^{x}\right)\right) \mathrm{d} B_{t}^{j},
\end{aligned}
$$

thus $R_{t}$ is a local martingale. Using the fact that $\mathbb{E}\left[\left|X_{t}^{x}\right|^{p}\right]<+\infty$ for any $p \geqslant 1$, in a way similar to what was done in the proof of Theorem 8.1, it is possible to prove that $R_{t}$ is a real martingale. Thus, we get

$$
\begin{aligned}
& \mathbb{E}\left[f\left(X_{\tau}^{x}\right) e^{-\int_{0}^{\tau} q\left(X_{s}^{x}\right) \mathrm{d} s}+\int_{0}^{\tau} g\left(s, X_{s}^{x}\right) e^{-\int_{0}^{s} q\left(X_{\ell}\right) \mathrm{d} \ell} \mathrm{~d} s\right] \\
= & \mathbb{E}\left[v\left(\tau-\tau, X_{t}^{x}\right) e^{-\int_{0}^{\tau} q\left(X_{s}^{x}\right) \mathrm{d} s}+\int_{0}^{\tau} g\left(s, X_{s}^{x}\right) e^{-\int_{0}^{s} q\left(X_{\ell}\right) \mathrm{d} \ell} \mathrm{~d} s\right] \\
= & \mathbb{E}\left[R_{\tau}\right]=\mathbb{E}\left[\mathbb{E}\left[R_{\tau} \mid \mathcal{F}_{0}\right]\right]=\mathbb{E}\left[R_{0}\right]=\mathbb{E}\left[v\left(\tau, X_{0}^{x}\right)\right]=v(\tau, x),
\end{aligned}
$$

which gives the result.

### 8.2 Existence of solution to Kolmogorov PDE: Ornstein-Uhlenbeck case

Let use consider the Ornstein-Uhlenbeck equation, namely

$$
\begin{equation*}
X_{t}^{x}=x+\int_{0}^{t} \alpha X_{s}^{x} \mathrm{~d} s+B_{t} \tag{8.8}
\end{equation*}
$$

where $\alpha \in \mathbb{R}$. In Section 6.1.1.2 the explicit solution to the equation (6.6) is given by the expression

$$
X_{t}^{x}=e^{\alpha t} x+\int_{0}^{t} e^{\alpha(t-s)} \mathrm{d} B_{s} .
$$

Let $f \in C^{2}(\mathbb{R}, \mathbb{R})$ be a function such that $f$ and its first and second derivatives grow at most polynomially at infinity. Define the function

$$
v(t, x)=\mathbb{E}\left[f\left(X_{t}^{x}\right)\right]=\mathbb{E}\left[f\left(e^{\alpha t} x+\int_{0}^{t} e^{\alpha(t-s)} \mathrm{d} B_{s}\right)\right] .
$$

Proposition 8.8. The function $v$ is in $C^{2}\left(\mathbb{R}_{+} \times \mathbb{R}, \mathbb{R}\right)$ and it satisfies the equation

$$
\partial_{t} v(t, x)=\frac{1}{2} \partial_{x x}^{2} v(t, x)+\alpha x \partial_{x} v(t, x), \quad v(0, x)=f(x) .
$$

Proof. The proof is given for the general case below.

### 8.3 Regularity of SDEs with additive noise

Definition 8.9. Let $(\mu, \sigma)$ be a SDE we say that the coefficients (or the SDE) $\mu, \sigma$ satisfy assumption $B$, if $(\mu, \sigma)$ is an autonomous $S D E$ and, for every $k=1, \ldots, m$ and $j=1, \ldots, n$, we have that $\mu^{k}, \sigma_{j}^{k} \in C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ and there is $K>0$ such that, for any $h, h^{\prime}=1, \ldots, m$, we have

$$
\left|\partial_{x^{h}} \mu^{k}(x)\right|,\left|\partial_{x^{h}} \sigma_{j}^{k}(x)\right|,\left|\partial_{x^{h} x^{h^{h}}} \mu^{k}(x)\right|,\left|\partial_{x^{h} x^{h}} \sigma_{j}^{k}(x)\right| \leqslant K, \quad x \in \mathbb{R}^{m} .
$$

Definition 8.10. We say that a $S D E(\mu, \sigma)$ is an additive noise $S D E$ if $\sigma=\operatorname{cost}$ does not depend on $t, x \in \mathbb{R}_{+} \times \mathbb{R}^{m}$.

Let $X_{t}^{x}$ be a solution to an additive noise SDE , i.e.

$$
X_{t}^{x, k}=x^{k}+\int_{0}^{t} \mu^{k}\left(X_{s}^{x}\right) \mathrm{d} s+\sum_{j=1}^{n} \sigma_{j}^{k} B_{t}^{j}
$$

(where in the last term we use the fact that

$$
\int_{0}^{t} \sigma_{j}^{k} \mathrm{~d} B_{s}^{j}=\sigma_{j}^{k} B_{t}^{j}
$$

being $\left.\sigma_{j}^{k} \in \mathbb{R}\right)$.
Theorem 8.11. Let $(\mu, \sigma)$ be a $S D E$ with additive noise satisfying assumption $B$, then, for every $t \in \mathbb{R}_{+}$and $\omega \in \Omega$, the map $x \mapsto X_{t}^{x}(\omega)$ is $C^{2}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$. Furthermore, if we define, for every $h, h^{\prime}$, $k=1, \ldots, m$, the processes

$$
\xi_{h, t}^{x, k}(\omega)=\partial_{x^{h}} X_{t}^{x}(\omega), \quad \chi_{h, h^{\prime}, t}^{x, k}(\omega)=\partial_{x^{h} x^{h^{\prime}}} X_{t}^{x}(\omega),
$$

then they satisfy the (random) ODEs

$$
\begin{align*}
\frac{\mathrm{d} \xi_{h, t}^{x, k}(\omega)}{\mathrm{d} t} & =\sum_{\ell=1}^{m} \partial_{x^{\ell}} \mu^{k}\left(X_{t}^{x}(\omega)\right) \xi_{h, t}^{x, \ell}(\omega)=\sum_{\ell=1}^{m} A_{\ell}^{k}(t, x, \omega) \xi_{h, t}^{x, \ell}(\omega),  \tag{8.9}\\
\frac{\mathrm{d} \chi_{h, h^{\prime}, t}^{x, k}(\omega)}{\mathrm{d} t} & =\sum_{\ell=1}^{m} \partial_{x^{\ell}} \mu^{k}\left(X_{t}^{x}(\omega)\right) \chi_{h, h^{\prime}, t}^{x, \ell}(\omega)+\sum_{\ell, \ell^{\prime}=1}^{m} \partial_{x^{\ell} x^{\ell^{\prime}}} \mu^{k}\left(X_{t}^{x}(\omega)\right) \xi_{h, t}^{x, \ell}(\omega) \xi_{h^{\prime}, t}^{x, \ell^{\prime}}(\omega) \\
& =\sum_{\ell=1}^{m} A_{\ell}^{k}(t, x, \omega) \chi_{h, h^{\prime}, t}^{x, k}(\omega)+\sum_{\ell, \ell^{\prime}=1}^{m} B_{\ell, \ell^{\prime}}^{k}(t, x, \omega) \xi_{h, t}^{x, \ell}(\omega) \xi_{h^{\prime}, t}^{x, \ell^{\prime}}(\omega) . \tag{8.10}
\end{align*}
$$

Remark 8.12. In order to have a simpler notation, we denote by $A(t, x, \omega):=\left(A_{\ell}^{k}(t, x, \omega)\right)_{\ell, k=1, \ldots, m}$ the matrix in $\operatorname{Mat}(m, m)$ associated with $A_{\ell}^{k}$ and by

$$
B(t, x, \omega)[a, b]=\left(\sum_{\ell, \ell^{\prime}=1}^{m} B_{\ell, \ell^{\prime}}^{k}(t, x, \omega) a^{\ell} b^{\ell^{\prime}}\right)
$$

the quadratic for associated with $B_{\ell, \ell^{\prime}}^{k}(t, x, \omega)$. Adopting this notation, we have that equations (8.11) and equations (8.9) become

$$
\begin{gather*}
\frac{\mathrm{d} \xi_{h, t}^{x}}{\mathrm{~d} t}=A(t, x, \omega) \cdot \xi_{h, t}^{x}  \tag{8.11}\\
\frac{\mathrm{~d} \chi_{h, h^{\prime}, t}^{x}}{\mathrm{~d} t}=A(t, x, \omega) \cdot \chi_{h, h^{\prime}, t}^{x}+B(t, x, \omega)\left[\xi_{h, t}^{x}, \xi_{h^{\prime}, t}^{x}\right] . \tag{8.12}
\end{gather*}
$$

Proof. We provide a complete proof only for $\xi_{h, t}^{x}$. For the second derivatives $\chi_{h, h^{\prime}, t}^{x}$ the proof is similar.

Let $\left\{e_{k}\right\}_{k=1, \ldots, m} \subset \mathbb{R}^{m}$ be the standard basis of $\mathbb{R}^{m}$ and consider

$$
\Delta^{k, \lambda} X_{t}^{x}=\frac{X_{t}^{x+\lambda e_{k}}-X_{t}^{x}}{\lambda} .
$$

We have that

$$
\lim _{\lambda \rightarrow 0} \Delta^{k, \lambda} X_{t}^{x}(\omega)=\xi_{k, t}^{x}(\omega)
$$

if the limit exists. We have that the process $\Delta^{k, \lambda} X_{t}^{x}$ solves the following SDE

$$
\begin{aligned}
\mathrm{d} \Delta^{k, \lambda} X_{t}^{x, h} & =\frac{1}{\lambda}\left(\mu^{h}\left(X_{t}^{x+\lambda e_{k}}\right)-\mu^{h}\left(X_{t}^{x}\right)\right) \mathrm{d} t+\frac{1}{\lambda} \sum_{j=1}^{n} \sigma_{j}^{h} \mathrm{~d} B_{t}^{j}-\frac{1}{\lambda} \sum_{j=1}^{n} \sigma_{j}^{h} \mathrm{~d} B_{t}^{j} \\
& =\frac{1}{\lambda}\left(\mu^{h}\left(X_{t}^{x+\lambda e_{k}}\right)-\mu^{h}\left(X_{t}^{x}\right)\right) \mathrm{d} t \\
& =\left(\sum_{\ell=1}^{m} \int_{0}^{1} \partial_{x^{\ell}} \mu^{h}\left(\tau X_{t}^{x+\lambda e_{k}}+(1-\tau) X_{t}^{x}\right) \frac{\left(X_{t}^{x+\lambda e_{k}, \ell}-X_{t}^{x+\lambda e_{k}, \ell}\right)}{\lambda} \mathrm{d} \tau\right) \mathrm{d} t \\
& =\sum_{\ell=1}^{m}\left(\int_{0}^{1} \partial_{x^{\ell}} \mu^{h}\left(\tau X_{t}^{x+\lambda e_{k}}+(1-\tau) X_{t}^{x}\right) \mathrm{d} \tau\right) \Delta^{k, \lambda} X_{t}^{x, \ell} \mathrm{~d} t \\
& =\sum_{\ell=1}^{m} \tilde{A}_{\ell}^{h, \lambda}(t, x, \omega) \Delta^{\ell, \lambda} X_{t}^{x, \ell} \mathrm{~d} t
\end{aligned}
$$

with the initial condition

$$
\Delta^{k, \lambda} X_{0}^{x, h}=\delta^{k, h} .
$$

The solution to the previous (random) ODE can be explicitly computed and it has the following form

$$
\begin{align*}
& \Delta^{k, \lambda} X_{t}^{x} \\
= & \Delta^{k, \lambda} X_{0}^{x}+\int_{0}^{t} \tilde{A}^{\lambda}\left(s_{1}, x, \omega\right) \cdot \Delta^{k, \lambda} X_{0}^{x} \mathrm{~d} s_{1}+\int_{0}^{t} \int_{0}^{s_{1}} \tilde{A}^{\lambda}\left(s_{1}, x, \omega\right) \cdot \tilde{A}^{\lambda}\left(s_{2}, x, \omega\right) \cdot \Delta^{k, \lambda} X_{0}^{x} \mathrm{~d} s_{1} \mathrm{~d} s_{2}  \tag{8.13}\\
& +\ldots+\int_{0}^{t} \int_{0}^{s_{1}} \cdots \int_{0}^{s_{N-1}} \tilde{A}^{\lambda}\left(s_{1}, x, \omega\right) \cdot \tilde{A}^{\lambda}\left(s_{2}, x, \omega\right) \cdots \tilde{A}^{\lambda}\left(s_{N}, x, \omega\right) \Delta^{k, \lambda} X_{0}^{x} \mathrm{~d} s_{1} \mathrm{~d} s_{2} \cdots \mathrm{~d} s_{N}+\ldots
\end{align*}
$$

Since, by assumption B,
and so we have that

$$
\sup _{x \in \mathbb{R}^{m}, s \in \mathbb{R}_{+}}\left\|\tilde{A}^{\lambda}(s, x, \omega)\right\|_{\operatorname{Mat}(n, n)} \leqslant C,
$$

$$
\begin{equation*}
\sup _{\substack{x \in \mathbb{R}^{m} \\ t \in[0, \tau]}}\left\|\int_{0}^{t} \int_{0}^{s_{1}} \cdots \int_{0}^{s_{N-1}} \tilde{A}^{\lambda}\left(s_{1}, x, \omega\right) \cdot \tilde{A}^{\lambda}\left(s_{2}, x, \omega\right) \cdots \tilde{A}^{\lambda}\left(s_{N}, x, \omega\right) \Delta^{k, \lambda} X_{0}^{x} \mathrm{~d} s_{1} \mathrm{~d} s_{2} \cdots \mathrm{~d} s_{N}\right\| \leqslant \frac{\tau^{N} C^{N}}{N!} \tag{8.14}
\end{equation*}
$$

thus the series (8.13) converges uniformly in $t, x \in \mathbb{R}_{+} \times \mathbb{R}^{m}$.
Furthermore, for any $K \subset \mathbb{R}^{m}$ compact set, we have

$$
\begin{aligned}
& \sup _{t \in[0, \tau], x \in K}\left\|\tilde{A}^{\lambda}(t, x, \omega)-A(t, x, \omega)\right\| \\
\leqslant & m^{2} \sup _{t \in[0, \tau], x \in K, \ell, h=1, \ldots, m} \| \int_{0}^{1} \partial_{x^{\ell}} \mu^{h}\left(r X_{t}^{x+\lambda e_{k}}(\omega)+(1-r) X_{t}^{x}(\omega)\right) \mathrm{d} r-\int_{0}^{1} \partial_{x^{\ell} \mu^{h}\left(X_{t}^{x}(\omega)\right) \mathrm{d} r \|} \leqslant m_{t \in[0, \tau], r \in[0,1], x \in K, \ell, h=1, \ldots, m}^{2} \mid \partial_{x^{\ell}} \mu^{h}\left(r X_{t}^{x+\lambda e_{k}}(\omega)+(1-r) X_{t}^{x}(\omega)\right)-\partial_{x^{\ell} \mu^{h}\left(X_{t}^{x}(\omega)\right) \mid .}
\end{aligned}
$$

Since the function

$$
(t, r, x, \lambda) \mapsto \partial_{x^{\ell}} \mu^{h}\left(r X_{t}^{x+\lambda e_{k}}(\omega)+(1-r) X_{t}^{x}(\omega)\right)-\partial_{x^{\ell}} \mu^{h}\left(X_{t}^{x}(\omega)\right)
$$

is continuous (being the function $(t, y) \mapsto X_{t}^{y}(\omega)$ continuous), and thus it is uniformly continuous when $(t, r, x, \lambda)$ are in the compact set $[0, \tau] \times[0,1] \times K \times[0,1]$, and since

$$
\lim _{\lambda \rightarrow 0}\left(\partial_{x^{\ell}} \mu^{h}\left(r X_{t}^{x+\lambda e_{k}}(\omega)+(1-r) X_{t}^{x}(\omega)\right)-\partial_{x^{\ell}} \mu^{h}\left(X_{t}^{x}(\omega)\right)\right)=0
$$

by the uniform continuity we get

$$
\begin{aligned}
& \lim _{\lambda \rightarrow 0} \sup _{t \in[0, \tau], x \in K}\left\|\tilde{A}^{\lambda}(t, x, \omega)-A(t, x, \omega)\right\| \\
\leqslant & m^{2} \lim _{\lambda \rightarrow 0} \sup _{\substack{t \in[0, \tau], r \in[0,1], x \in K, \ell, h=1, \ldots, m}}\left|\partial_{x^{\ell}} \mu^{h}\left(r X_{t}^{x+\lambda e_{k}}(\omega)+(1-r) X_{t}^{x}(\omega)\right)-\partial_{x^{\ell}} \mu^{h}\left(X_{t}^{x}(\omega)\right)\right| \\
= & 0 .
\end{aligned}
$$

This implies also that, for any compact set $\mathcal{K} \subset \mathbb{R}^{m}, \tau>0$ and $N \in \mathbb{N}$,

$$
\begin{aligned}
\lim _{\lambda \rightarrow 0} \sup _{t \in[0, \tau], x \in K} & \| \int_{0}^{t} \int_{0}^{s_{1}} \cdots \int_{0}^{s_{N-1}} \tilde{A}^{\lambda}\left(s_{1}, x, \omega\right) \cdot \tilde{A}^{\lambda}\left(s_{2}, x, \omega\right) \cdots \tilde{A}^{\lambda}\left(s_{N}, x, \omega\right) \Delta^{k, \lambda} X_{0}^{x} \mathrm{~d} s_{1} \mathrm{~d} s_{2} \cdots \mathrm{~d} s_{N} \\
& -\int_{0}^{t} \int_{0}^{s_{1}} \cdots \int_{0}^{s_{N-1}} A\left(s_{1}, x, \omega\right) \cdot A\left(s_{2}, x, \omega\right) \cdots A\left(s_{N}, x, \omega\right) \Delta^{k, \lambda} X_{0}^{x} \mathrm{~d} s_{1} \mathrm{~d} s_{2} \cdots \mathrm{~d} s_{N} \|=0
\end{aligned}
$$

Using the uniform bound (8.14) we obtain that

$$
\begin{align*}
\lim _{\lambda \rightarrow 0} \Delta^{k, \lambda} X_{t}^{x}= & f_{k}+\int_{0}^{t} A\left(s_{1}, x, \omega\right) \cdot e_{k} \mathrm{~d} s_{1}+\cdots+ \\
& +\int_{0}^{t} \int_{0}^{s_{1}} \cdots \int_{0}^{s_{N-1}} A\left(s_{1}, x, \omega\right) \cdot A\left(s_{2}, x, \omega\right) \cdots A\left(s_{N}, x, \omega\right) e_{k} \mathrm{~d} s_{1} \mathrm{~d} s_{2} \cdots \mathrm{~d} s_{N}+\ldots \tag{8.15}
\end{align*}
$$

where

$$
f_{k}=\left(f_{k}^{1}, \ldots, f_{k}^{m}\right) \in \mathbb{R}^{m}, \quad f_{k}^{j}=\delta_{k}^{j}
$$

(and $\delta_{k}^{j}$ is the Kronecker delta). On the other hand, the left hand side of equation (8.15) is equal to

$$
\lim _{\lambda \rightarrow 0} \Delta^{k, \lambda} X_{t}^{x}=\xi_{k, t}^{x}
$$

and the right hand side of equation (8.15) is the explicit expression of the solution to the ODE

$$
\begin{equation*}
\frac{\mathrm{d} z(t)}{\mathrm{d} t}=A(t, x, \omega) \cdot z(t), \quad z(0)=f_{k} \tag{8.16}
\end{equation*}
$$

Thus, $\xi_{k, t}^{x}$ exists finite and it is solution to equation (8.16) (which is exactly equation (8.11)).
Corollary 8.13. Suppose that $(\mu, \sigma)$ satisfies the hypotheses of Theorem 8.11, then there is $C>0$ such that, for any $t \in \mathbb{R}_{+}, x \in \mathbb{R}^{m}, \omega \in \Omega, k, \ell, \ell^{\prime}=1, \ldots, m$, we have

$$
\left|\xi_{\ell, t}^{x, k}\right| \leqslant C e^{C t}, \quad\left|\chi_{\ell, t}^{x, k}\right| \leqslant C e^{C t}
$$

Proof. The result is easy consequence of inequality (8.14).

### 8.4 Existence of solutions to Kolmogorov equation: additive noise case

We recall the definition of the semigroup $Q_{t}$ associate with an (autonomous) $\operatorname{SDE}(\mu, \sigma)$ :

$$
Q_{t}(f)(x):=\mathbb{E}\left[f\left(X_{t}^{x}\right)\right]=\mathbb{E}\left[f\left(\bar{F}\left(t, x, B_{[0, t]}\right)\right)\right] .
$$

Theorem 8.14. Consider $f \in C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ and suppose that $f$ and its first and second derivatives have at most polynomial growth at infinity. Suppose that $(\mu, \sigma)$ is an autonomous additive noise SDE satisfying assumption B. Then the Kolmogorov equation

$$
\begin{equation*}
\partial_{t} u=\mathcal{L}(u)(t, x), \quad u(0, x)=f(x), \tag{8.17}
\end{equation*}
$$

admits a unique classical solution $u \in C^{1,2}\left(\mathbb{R}_{+} \times \mathbb{R}^{m}, \mathbb{R}\right)$ such that $u$ has at most polynomial growth at infinity and we have

$$
u(t, x)=Q_{t}(f)(x)=\mathbb{E}\left[f\left(\bar{F}\left(t, x, B_{[0, t]}\right)\right)\right]=\mathbb{E}\left[f\left(X_{t}^{x}\right)\right] .
$$

Lemma 8.15. Let $g: \mathbb{R}^{k} \times \Omega \rightarrow \mathbb{R}$ be a function which, for any $\omega \in \Omega$, is continuous in $x \in \mathbb{R}^{k}$ and suppose that there is $p>1$, for any compact $\mathcal{K} \subset \mathbb{R}^{k}$, we have

$$
\begin{equation*}
\sup _{x \in \mathcal{K}} \mathbb{E}\left[|g(x, \cdot)|^{p}\right]<C_{\mathcal{K}} \tag{8.18}
\end{equation*}
$$

for some constant $C_{\mathcal{K}}$. Then the function $G(x):=\mathbb{E}[g(x, \omega)]$ is continuous in $x \in \mathbb{R}^{k}$. If furthermore $g(\cdot, \omega) \in C^{1}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ and we have

$$
\begin{equation*}
\left(\sup _{x \in \mathcal{K}, \ell=1, \ldots, k} \mathbb{E}\left[\left|\partial_{x^{\ell}} g(x, \cdot)\right|^{p}\right]\right) \leqslant C_{\mathcal{K}}, \tag{8.19}
\end{equation*}
$$

the function $G(x)$ is $C^{1}\left(\mathbb{R}^{k}, \mathbb{R}\right)$ and we have

$$
\partial_{x^{\ell}} G(x)=\mathbb{E}\left[\partial_{x^{\ell}} g(x, \cdot)\right], \quad x \in \mathbb{R}^{k}, \ell=1, \ldots, k .
$$

Proof. Consider $x \in \mathbb{R}^{k}$ and let $B_{1}(x) \subset \mathbb{R}^{k}$ be the (closed) ball of radius 1 and center $x \in \mathbb{R}^{k}$. Then, by condition (8.18), the family of random variables $\{g(y, \omega)\}_{y \in B_{1}(x)}$ is uniformly integrable. Furthermore since, for any $\omega \in \Omega, g(\cdot, \omega)$ is continuous we have

$$
\begin{equation*}
\lim _{y \rightarrow x, y \in B_{1}(x)} g(y, \omega)=g(x, \omega) . \tag{8.20}
\end{equation*}
$$

Since the family $\{g(y, \omega)\}_{y \in B_{1}(x)}$ is uniformly integrable, the limit (8.20) is not only pointwise (in $\omega \in \Omega$ ) but in $L^{1}(\Omega)$. Thus we have

$$
\lim _{y \rightarrow x, y \in B_{1}(x)} G(y)=\lim _{y \rightarrow x, y \in B_{1}(x)} \mathbb{E}[g(y, \omega)]=\mathbb{E}\left[\lim _{y \rightarrow x, y \in B_{1}(x)} g(y, \omega)\right]=\mathbb{E}[g(x, \omega)]=G(x)
$$

where we can exchange the limit with the expectation since the convergence (8.20) is in $L^{1}(\Omega)$. Let $\left\{e_{\ell}\right\}_{\ell=1, \ldots, k}$ be the standard basis of $\mathbb{R}^{k}$. By the fundamental theorem of calculus, we have that

$$
g\left(x+\lambda e_{\ell}, \omega\right)-g(x, \omega)=\lambda \int_{0}^{1} \partial_{x^{\ell}} g\left(x+\sigma e_{\ell}, \omega\right) \mathrm{d} \sigma .
$$

We have that the family of random variables

$$
\begin{equation*}
\left\{\frac{g\left(x+\lambda e_{\ell}, \omega\right)-g(x, \omega)}{\lambda}\right\}_{0<|\lambda| \leqslant 1} \tag{8.21}
\end{equation*}
$$

is uniformly integrable. Indeed

$$
\begin{aligned}
\mathbb{E}\left[\left|\frac{g\left(x+\lambda e_{\ell}, \omega\right)-g(x, \omega)}{\lambda}\right|^{p}\right] & =\mathbb{E}\left[\left|\int_{0}^{1} \partial_{x^{\ell}} g\left(x+\sigma e_{\ell}, \omega\right) \mathrm{d} \sigma\right|\right] \leqslant \int_{0}^{1} \mathbb{E}\left[\left|\partial_{x^{\ell}} g\left(x+\sigma e_{\ell}, \omega\right)\right|^{p}\right] \mathrm{d} \sigma \\
& \leqslant \sup _{y \in B_{1}(x)} \mathbb{E}\left[\left|\partial_{x^{\ell}} g\left(x+\sigma e_{\ell}, \omega\right)\right|^{p}\right] \leqslant C_{B_{1}(x)},
\end{aligned}
$$

where $B_{1}(x) \subset \mathbb{R}^{k}$ is the ball of radius 1 and center $x \in \mathbb{R}^{k}$. Since $g(\cdot, \omega) \in C^{1}\left(\mathbb{R}^{k}, \mathbb{R}\right)$ we have that

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \frac{g\left(x+\lambda e_{\ell}, \omega\right)-g(x, \omega)}{\lambda}=\partial_{x^{\ell}} g(x, \omega) \tag{8.22}
\end{equation*}
$$

for every $\omega \in \Omega$. Since the family (8.21) is uniformly integrable we have that the limit (8.22) is not only pointwise (in $\omega \in \Omega$ ) but also in $L^{1}(\Omega)$. Thus we get

$$
\begin{align*}
\lim _{\lambda \rightarrow 0} \frac{G\left(x+\lambda e_{\ell}\right)-G(x)}{\lambda} & =\lim _{\lambda \rightarrow 0} \frac{\mathbb{E}\left[g\left(x+\lambda e_{\ell}, \omega\right)-g(x, \omega)\right]}{\lambda} \\
& =\mathbb{E}\left[\lim _{\lambda \rightarrow 0} \frac{g\left(x+\lambda e_{\ell}, \omega\right)-g(x, \omega)}{\lambda}\right]=\mathbb{E}\left[\partial_{x^{\ell}} g(x, \omega)\right] \tag{8.23}
\end{align*}
$$

where we can exchange the limit with the expectation because the convergence (8.22) is in $L^{1}(\Omega)$. This proves the existence of the derivatives $\partial_{x^{\ell}} G(x)$. The fact that $\partial_{x^{\ell}} G(x)$ is continuous follows from the first part of the present lemma and the representation formula (8.23).
Remark 8.16. If $g \in C^{2}\left(\mathbb{R}^{k}, \mathbb{R}\right)$ and we have, for some $p>1$,

$$
\sup _{x \in \mathcal{K}} \mathbb{E}\left[\left|\partial_{x^{\ell} x^{\prime}} g(x, \omega)\right|^{p}\right] \leqslant C_{\mathcal{K}}
$$

then $G \in C^{2}\left(\mathbb{R}^{k}, \mathbb{R}\right)$. Indeed we can apply the Lemma 8.15 to the function $\partial_{x^{\ell}} G=\mathbb{E}\left[\partial_{x^{e}} g(x, \omega)\right]$.
Proof. The uniqueness of solution to equation (8.17) has been proved in Theorem 8.3.
Let $f \in C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)$ growing at most polynomially (say of degree $L \in \mathbb{N}$ ) as $x \rightarrow+\infty$, and consider the function

$$
u(t, x)=\mathbb{E}\left[f\left(X_{t}^{x}\right)\right]
$$

Consider $t, s \in \mathbb{R}_{+}$and $t \geqslant s$, then

$$
u(t, x)-u(s, x)=\mathbb{E}\left[\int_{s}^{t} \mathcal{L} f\left(X_{\tau}^{x}\right) \mathrm{d} \tau+\sum_{k=1}^{m} \sum_{j=1}^{n} \int_{s}^{t} \sigma_{j}^{k}\left(X_{\tau}^{x}\right) \partial_{x^{k}} f\left(X_{\tau}^{x}\right) \mathrm{d} B_{\tau}^{j}\right]
$$

As usual, we can prove that $\int_{s}^{t} \sigma_{j}^{k}\left(X_{\tau}^{x}\right) \partial_{x^{k}} f\left(X_{\tau}^{x}\right) \mathrm{d} B_{\tau}^{j}$ are martingale, and so

$$
u(t, x)-u(s, x)=\int_{s}^{t} \mathbb{E}\left[\mathcal{L} f\left(X_{\tau}^{x}\right)\right] \mathrm{d} \tau=\int_{s}^{t} G(\tau, x) \mathrm{d} \tau
$$

By Lemma 8.15 (and the polynomial growth of $\mathcal{L} f\left(X_{\tau}^{x}\right)$ ) is continuous the function $G(\tau, x)$ is continuous, and thus $u$ is differentiable with respect to the time with continuous derivatives. Furthermore, by Corollary 7.15, and the polynomial growth of $f$, we have

$$
|u(t, x)| \leqslant \mathbb{E}\left[\left|f\left(X_{t}^{x}\right)\right|\right] \leqslant K \mathbb{E}\left[\left(1+\left|X_{t}^{x}\right|^{N}\right)\right] \leqslant K\left(1+C_{N} e^{C_{N} t}\left(1+|x|^{N}\right)\right)
$$

and also

$$
\left|\partial_{t} u(t, x)\right|=|G(t, x)| \leqslant \mathbb{E}\left[\left|\mathcal{L} f\left(X_{t}^{x}\right)\right|\right] \leqslant K^{\prime} \mathbb{E}\left[\left(1+\left|X_{t}^{x}\right|^{N+1}\right)\right] \leqslant K\left(1+C_{N+1} e^{C_{N+1} t}\left(1+|x|^{N+1}\right)\right)
$$

Furthermore, by Theorem 8.11, for any $t \in \mathbb{R}_{+}$and $\omega \in \Omega$, the map $x \rightarrow f\left(X_{t}^{x}(\omega)\right)$ is $C^{2}\left(\mathbb{R}^{m}, \mathbb{R}\right)$, furthermore we have

$$
\begin{gathered}
\partial_{x^{\ell}}\left(f\left(X_{t}^{x}(\omega)\right)\right)=\sum_{k=1}^{m} \partial_{y^{k}} f\left(X_{t}^{x}(\omega)\right) \xi_{\ell, t}^{x, k} \\
\partial_{x^{\ell} x^{\ell^{\prime}}}\left(f\left(X_{t}^{x}(\omega)\right)\right)=\sum_{k, k^{\prime}=1}^{m} \partial_{y^{k} y^{k^{\prime}}} f\left(X_{t}^{x}(\omega)\right) \xi_{\ell, t}^{x, k} \xi_{\ell, t}^{x, k^{\prime}}+\sum_{k=1}^{m} \partial_{y^{k}} f\left(X_{t}^{x}(\omega)\right) \chi_{\ell, \ell^{\prime}, t}^{x, k}
\end{gathered}
$$

Thus we have that, for any $p>1$ and Corollary 8.13,

$$
\begin{aligned}
\mathbb{E}\left[\left|\partial_{x^{\ell}}\left(f\left(X_{t}^{x}(\omega)\right)\right)\right|^{p}\right] & \leqslant m^{p-1} \sum_{k=1}^{m} \mathbb{E}\left[\left|\partial_{y^{k}} f\left(X_{t}^{x}(\omega)\right)\right|^{p}\left|\xi_{\ell, t}^{x, k}\right|^{p}\right] \\
& \leqslant m^{p} 2^{p-1} K^{p} C^{p} e^{p C t} \mathbb{E}\left[\left(1+\left|X_{t}^{x}\right|^{N p}\right)\right] \\
& \leqslant m 2^{p-1} K^{p} C^{p} e^{p C t}\left(1+C_{p N} e^{C_{p N N}}\left(1+|x|^{p N}\right)\right)
\end{aligned}
$$

and similarly

$$
\begin{aligned}
\mathbb{E}\left[\left|\partial_{x^{\ell} x^{\ell^{\prime}}}\left(f\left(X_{t}^{x}(\omega)\right)\right)\right|^{p}\right] \leqslant & 2^{p-1} m^{2 p-1} \sum_{k, k^{\prime}=1}^{m} \mathbb{E}\left[\left|\partial_{y^{k} y^{k^{\prime}}} f\left(X_{t}^{x}(\omega)\right) \xi_{\ell, t}^{x, k} \xi_{\ell, t}^{x, k^{\prime}}\right|^{p}\right] \\
& +2^{p-1} m^{p-1} \sum_{k=1}^{m} \mathbb{E}\left[\left|\partial_{y^{k}} f\left(X_{t}^{x}(\omega)\right) \chi_{\ell, \ell^{\prime}, t}^{x, k}\right|^{p}\right] \\
\leqslant & \left(2^{p} m^{2 p+1}+2^{p} m^{p}\right)\left(K^{p} C^{2 p} e^{2 p C t}+K^{p} C^{p} e^{p C t}\right)\left(1+C_{p N} e^{C_{p N} t}\left(1+|x|^{p N}\right)\right)
\end{aligned}
$$

Thus we can apply Lemma 8.15 and Remark 8.16, obtaining that for any $t \in \mathbb{R}_{+}, u(t, x) \in C^{2}\left(\mathbb{R}^{m}\right.$, $\mathbb{R})$ with at most polynomial growth in the derivatives. This implies that $u(t, x) \in C^{1,2}\left(\mathbb{R}_{+} \times \mathbb{R}^{m}, \mathbb{R}\right)$. The thesis, thus, follows from Proposition 8.5.
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