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[1: 11.04.2025]

1 Preliminary notions

1.1 Introduction

Our goal is to study measures of the form dφNe−βS(φ), where dφN =
∏N

j=1 φj is a product of
Lebesgue measures and S(φ) = S(φ1, . . . , φN ) is a real function.
Assuming e−βS ∈ L1(RN ) we have

Z :=

ˆ
RN

dφNe−βS(φ) < ∞

and hence we can define the probability measure

dµN (φ) :=
1

Z
dφNe−βS(φ).

This measure has two parameters:

• N describes the number of particles or the volume of the system. The limit N → ∞ is
called the thermodynamic limit.

• β > 0 is the inverse temperature β = T−1 or the inverse Plank constant β = ℏ−1, depending
on the context. The limit β → ∞ is called the low temperature limit or semiclassical limit.

If we keep N fixed we can study the limit β → ∞ by Laplace method, under some conditions:

E[g] :=
ˆ
RN

dµN (φ)g(φ) =

M−1∑
k=0

β−kαk +O(β−M )

The problem is to control this expansion in the limit N → ∞. We will often compare to the
following two reference cases.

Product measure. Let S(φ) =
∑N

j=1 F (φj). In this case the variables φj are independent
identically distributed

dµ =
N∏
j=1

dφj

Zj
e−βF (φj)

where Zj =
´
R dφ e−βF (φ). For any function g = g(φj1 , . . . , φjk) with j1, . . . , jk fixed and inde-

pendent of N, the corresponding average

E[g] =
ˆ
Rk

dφk
k∏

l=1

1

Zj
e−βF (φjl

)g(φj1 , . . . , φjk)

is independent of N and can be studied, for β ≫ 1 via Laplace method.
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Gaussian measure. Let S(φ) = 1
2(φ,Aφ) =

∑N
i,j=1 φiAijφj where A ∈ RN×N

sym,+. With this

choice A is invertible and A−1 > 0 as a quadratic form. The measure

dµ(φ) :=
1

Z
dφNe−

β
2
(φ,Aφ)

is a centred normalized Gaussian measure with covariance C = 1
βA

−1. The normalization con-
stant is

Z =

ˆ
RN

dφNe−
β
2
(φ,Aφ) =

(2π)
N
2

√
detA

. (1.1)

The corresponding Laplace transform is, for t ∈ RN ,

E[e
∑N

j=1 tjφj ] = e
1
2β

(t,A−1t)
= e

1
2β

(t,Ct)
(1.2)

Using the Laplace transform one can compute the average of any polynomial function. In
particular we compute

E[φj ] = 0, E[φjφk] = A−1
jk = Cjk.

General case. In general we try to approximate dµ with a product or Gaussian measure.
In this lecture we will consider the following three strategies.

1: reduce to a low dimensional integral (I). Sometime one can reformulate the integral as

Z =

ˆ
RN

dφNe−βS(φ) = (fl, T
Nfr)

where T : L2(R) → L2(R) and (., .) is the scalar product in L2(R). The N → ∞ limit corresponds
to study high powers of the operator T. For β ≫ 1 the operator T can be approximated by

Tf(φ) ∼
ˆ
R
dφ e−m2φ2

e−(φ−φ′)2e−m2φ′2
f(φ′),

which can be studied explicitely.
2: use convexity. If βS ′′ ≥ C−1 > 0 ∀φ ∈ RN , we will see (under some additional regularity
requirements) that the following holds

E[e
∑N

j=1 tj(φj−E[φj ])] ≤ e
1
2
(t,Ct).

3: reduce to a low dimensional integral (II). As N → ∞ we write Z a sum of integrals over a
finite number of variables

Z =
∑
X⊂N

IX .

1.2 Example 1: Curie-Weiss model and scalar Laplace principle

The measures above appear naturally even if the starting model deals only with Dirac measures.
As an example we consider the Ising model in the mean field approximation (Curie-Weiss model).
This is obtained by replacing

dφj → [dδ−1(σj) + dδ1(σj)], RN → {−1, 1}N ,

4 [May 18, 2025]



and defining the energy of the configuration σ ∈ ΩN := {−1, 1}N via

H(σ) := − 1

2N

N∑
jk=1

σjσk − h
N∑
j=1

σj .

The average of a function f is

E[f ] :=
∑

σ∈ΩN
e−βH(σ)f(σ)∑

σ∈ΩN
e−βH(σ)

We investigate the behavior of the macroscopic random variable X := 1
N

∑N
j=1 σj . The law of

X is encoded in the Laplace transform E[etX ].
[1: 11.04.2025]
[2: 16.04.2025]

Proposition 1.1. For all t ∈ R it holds

E[etX ] = ⟨e
tφ
β ⟩ e−

t2

2βN e−ht, (1.3)

where

⟨g(φ)⟩ :=
´
R dφ e−NF (φ)g(φ)´

R dφ e−NF (φ)

and

F (φ) :=
(φ− βh)2

2β
− ln coshφ (1.4)

where remember that coshx = ex+e−x

2 .

Proof. Remember

E[etX ] =

∑
σ∈ΩN

e−βH(σ)e
t
N

∑N
j=1 σj∑

σ∈ΩN
e−βH(σ)

. (1.5)

We can reorganize βH(σ) as follows

−βH(σ) =
β

2N

 N∑
j=1

σj

2

+ h

 N∑
j=1

σj

 .

Using (1.2) we argue

e
β
2N (

∑N
j=1 σj)

2

=
(

N
2πβ

) 1
2

ˆ
R
dφ e

− N
2β

φ2

eφ
∑N

j=1 σj .

Inserting this in the denominator of (1.5) we obtain∑
σ∈ΩN

e−βH(σ) =
(

N
2πβ

) 1
2

ˆ
R
dφ e

− N
2β

φ2 ∑
σ∈ΩN

e(φ+βh)
∑N

j=1 σj

= 2N
(

N
2πβ

) 1
2

ˆ
R
dφ e

− N
2β

φ2

(cosh(φ+ βh))N

= KN

ˆ
R
dφ e

− N
2β

φ2

(cosh(φ+ βh))N = KN

ˆ
R
dφ e

− N
2β

(φ−βh)2
(coshφ)N ,
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where Kn := 2N
(

N
2πβ

) 1
2
, and we used

∑
σ∈ΩN

e(φ+βh)
∑N

j=1 σj =
N∏
j=1

∑
σj∈{−1,1}

e(φ+βh)σj = (2 cosh(φ+ βh))N ,

followed by the coordinate change φ → φ−βh. Repeating the same procedure for the numerator
of (1.5) we obtain∑

σ∈ΩN

e−βH(σ)e
t
N

∑N
j=1 σj = KN

ˆ
R
dφ e

− N
2β

(φ−βh− t
N
)2
(coshφ)N .

The result now follows expanding the terms containing t in the exponent.

To study the asymptotic behavior of ⟨g(φ)⟩ as N → ∞ we use the following proposition.

Proposition 1.2 (Laplace’s principle (scalar version)). Let f, g ∈ C∞(R) be two given functions.
Assume

(a) f admits a unique global minimum in x0 and f ′′(x0) > 0,

(b) infx localmin
x ̸=x0

[f(x)− f(x0)] > 0

(c) ∃N0 > 0 such that
´
R dx e−N0f(x) < ∞ and

´
R dx e−N0f(x)|g(x)| < ∞.

Then for N → ∞ we have

(i)
´
R dx e−Nf(x) = e−Nf(x0)

√
2π√

Nf ′′(x0)

(
1 +O

(
1
N

))
.

(ii) ⟨g⟩ :=
´
R dx e−Nf(x)g(x)´

R dx e−Nf(x) = g(x0) +
1
2N

[
g′′(x0)
f ′′(x0)

− g′(x0)f (3)(x0)
f ′′(x0)2

− g(x0)f (4)(x0)
4f ′′(x0)2

]
+ o

(
1
N

)
If we have k global minima x1, . . . , xk, under the same assumptions for each minimum, we obtain

(i)′
´
R dx e−Nf(x) =

∑k
j=1 e

−Nf(xj)
√
2π√

Nf ′′(xj)

(
1 +O

(
1
N

))
,

(ii)′ ⟨g⟩ = 1∑k
j=1

1√
f ′′(xj)

∑k
j=1

1√
f ′′(xj)

(
g(xj) +

1
2N

[
g′′(xj)
f ′′(xj)

− g′(xj)f
(3)(xj)

f ′′(xj)2
− g(xj)f

(4)(xj)
4f ′′(xj)2

]
+ o

(
1
N

))

Informal proof of (i) For N ≫ 1 the measure concentrates on a small region near the
minimum point x0 ˆ

R
dx e−Nf(x) ≃

ˆ
|x−x0|<ε

dx e−Nf(x).

For small ε the function is well approximated by its Taylor expansion

f(x) ≃ f(x0) + f ′′(x0)
(x− x0)

2

2
.

Hence ˆ
R
dx e−Nf(x) ≃

ˆ
|x−x0|<ε

dx e−Nf(x) ≃ e−Nf(x0)

ˆ
|x−x0|<ε

dx e−Nf ′′(x0)
(x−x0)

2

2 .
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We claim we can replace above the integral on R
ˆ
R
dx e−Nf(x) ≃ e−Nf(x0)

ˆ
|x−x0|<ε

dx e−Nf ′′(x0)
(x−x0)

2

2 ≃ e−Nf(x0)

ˆ
R
dx e−Nf ′′(x0)

x2

2 = e−Nf(x0)
√
2π√

Nf ′′(x0)
.

Proof. Here we only prove limN→∞⟨g⟩ = g(x0). For the other statements see the lecture notes on
Functional integrals involving commuting and anticommuting variables from Winter Semester
2024/2025.

• The integral in (i) is well defined ∀N ≥ N0 since

0 <

ˆ
R
dx e−Nf(x) = e−Nf(x0)

ˆ
R
dx e−N(f(x)−f(x0)) ≤ e−Nf(x0)

ˆ
R
dx e−N0(f(x)−f(x0))

= e−(N−N0)f(x0)

ˆ
R
dx e−N0f(x) < ∞,

where we used f(x) − f(x0) ≥ 0. The same argument shows that the integrals in (ii) are well
defined ∀N ≥ N0. In the following we can assume f(x0) = 0 and x0 = 0. If this is not the case,
we consider f̃(x) := f(x0 + x)− f(x0).

• Since f is smooth and (a) and (b) hold, there exists ε0 > 0 such that ∀0 < ε ≤ ε0 we have

f(x) = f(x)− f(x0) ≥ min{f(ε), f(−ε)} ∀|x| ≥ ε. (1.6)

For ε ≪ 1 we also have, using f(0) = f ′(0) = 0,

f(x) =
f ′′(0)

2
x2 +R(x), with |R(x)| ≤ K3ε

3 ∀|x| ≤ ε, (1.7)

for some constant K3 > 0. Replacing x = ±ε we obtain, using f ′′(0) > 0,

f(±ε) =
f ′′(0)

2
ε2 +O(ε3) ≥ f ′′(0)

4
ε2.

• We decompose the integral in the denominator as follows

ˆ
R
dx e−Nf(x) =

ˆ
|x|<ε

dx e−Nf(x) +

ˆ
|x|≥ε

dx e−Nf(x) = I1(ε) + I2(ε).

Using the bounds above, we argue, for N ≥ N0
2 ,

|I2(ε)| =
ˆ
|x|≥ε

dx e−Nf(x) =

ˆ
|x|≥ε

dx e−
N
2
f(x)e−

N
2
f(x) ≤ sup

|x|≥ε
e−

N
2
f(x)

ˆ
|x|≥ε

dx e−N0f(x) ≤ e−c0Nε2c1

where we defined

c0 :=
f ′′(0)

8
, c1 :=

ˆ
R
dx e−N0f(x).

We choose now ε = εN such that

• limN→∞ εN = 0

• limN→∞Nε2N = ∞.
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Hence we set

εN :=
N δ

N
1
2

, 0 < δ <
1

2
. (1.8)

We will optimize δ later.

• For |x| < ε we replace f by its Taylor expansion at order 2 (1.7). We obtain

I1(ε) =

ˆ
|x|<ε

dx e−
1
2
f ′′(0)Nx2

+

ˆ
|x|<ε

dx e−
1
2
f ′′(0)Nx2

(e−NR(x) − 1)

=
1

N
1
2

ˆ
|x|<εN=Nδ

dx e−
1
2
f ′′(0)x2

+

ˆ
|x|<ε

dx e−
1
2
f ′′(0)Nx2

(e−NR(x) − 1)

=
1

N
1
2

(ˆ
R
dx e−

1
2
f ′′(0)x2

+ Ĩ1(ε)

)
=

1

N
1
2

( √
2π√

f ′′(0)
+ Ĩ1(ε)

)

where

Ĩ1(ε) = −
ˆ
|x|>Nδ

dx e−
1
2
f ′′(0)x2

+N
1
2

ˆ
|x|<ε

dx e−
1
2
f ′′(0)Nx2

(e−NR(x) − 1).

The first integral in this sum is bounded by∣∣∣∣∣
ˆ
|x|>Nδ

dx e−
1
2
f ′′(0)x2

∣∣∣∣∣ ≤ e−c0N2δ

ˆ
R
dx e−

3
8
f ′′(0)x2

= e−c0N2δ

√
2π√

3
4f

′′(0)
.

To estimate the second integral we use (1.7) and∣∣∣e−NR(x) − 1
∣∣∣ = ∣∣∣∣NR(x)

ˆ 1

0
dt e−tNR(x)

∣∣∣∣ ≤ K3(Nε3)eK3(Nε3).

Inserting this bound we obtain

N
1
2

∣∣∣∣∣
ˆ
|x|<ε

dx e−
1
2
f ′′(0)Nx2

(e−NR(x) − 1)

∣∣∣∣∣ ≤ K3(Nε3)eK3(Nε3)N
1
2

ˆ
R
dx e−

1
2
f ′′(0)Nx2

= K3(Nε3)eK3(Nε3)

√
2π√

f ′′(0)
.

Choosing δ < 1
6 we obtain

Nε3 = N3δ− 1
2 →N→∞ 0,

hence
|Ĩ1(ε)| ≤ c2N

3δ− 1
2 →N→∞ 0,

for some c2 > 0.

• Putting all this together we have

ˆ
R
dx e−Nf(x) =

1

N
1
2

( √
2π√

f ′′(0)
+ Ĩ1(ε) +N

1
2 I2(ε)

)

where
|Ĩ1(ε) +N

1
2 I2(ε)| ≤ c2N

3δ− 1
2 + c1N

1
2 e−c0Nε2 →N→∞ 0.
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• Similarly, the integral in the numerator can be decomposed as

ˆ
R
dx e−Nf(x) =

1

N
1
2

(
g(0)

√
2π√

f ′′(0)
+ Irem

)

where

Irem = −g(0)

ˆ
|x|>Nδ

dx e−
1
2
f ′′(0)x2

+N
1
2

ˆ
|x|<ε

dx e−
1
2
f ′′(0)Nx2

(g(x)e−NR(x) − g(0))

+N
1
2

ˆ
|x|≥ε

dx e−Nf(x)g(x).

Using the same arguments as above we obtain

|Irem| ≤ c4εN + c5N
3δ− 1

2 →N→∞ 0

[2: 16.04.2025]
[3: 23.04.2025]

Application to the mean field Ising model Remember cf (1.3) and (1.4),

E[etX ] = ⟨e
tφ
β ⟩ e−

t2

2βN e−ht,

with

⟨g(φ)⟩ :=
´
R dφ e−NF (φ)g(φ)´

R dφ e−NF (φ)

and

F (φ) :=
(φ− βh)2

2β
− ln coshφ.

Proposition 1.3.

(i) The critical points of F are the solutions of

φ− βh

β
= tanhφ. (1.9)

We denote by φm = φm(h, β) the largest critical point.

(ii) Assume β ≤ 1. Then F admits a unique critical point φ0 = φ0(h, β) := φm. This point is
a global minimum and F ′′(φ0) > 0. The function h 7→ φ(h, β) is continuous and satisfies

φ0(−h, β) = −φ0(h, β), φ0(h, β) > 0∀h > 0.

In particular φ0(0, β) = 0.

(iii) Assume β > 1. We distinguish two cases.
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(a) If h = 0 F has two (global) minimum points in ±φβ and one local maximum in φ = 0,
where φβ := φm. Moreover

F ′′(φβ) = F ′′(−φβ) > 0.

(b) There exists a hβ > 0 such that, for 0 < h < hβ the function F has 3 critical points
φ−(h, β) < φ0(h, β) < 0 < φ+(h, β), where

• φ+ := φm is the unique global minimum point and F ′′(φ+) > 0,

• φ− is a local minimum point,

• φ0 is a local maximum point.

Moreover all these are continuous functions of h and

lim
h↓0

φ+ = φβ lim
h↓0

φ− = −φβ, lim
h↓0

φ0 = 0.

Proof. See Section 3.2 in the lecture notes on Functional integrals involving commuting and
anticommuting variables from Winter Semester 2024/2025

Proposition 1.4.

(i) Assume h = 0.

(a) If β ≤ 1 then limN→∞ E[etX ] = 1

(b) If β > 1 then limN→∞ E[etX ] = e
φβt

β + e
−

φβt

β .

(ii) Assume h > 0.

(a) If β ≤ 1 then limN→∞ E[etX ] = e−the
φ0(h,β)t

β . In particular

lim
N→∞

lim
h↓0

E[etX ] = 1 = lim
h↓0

lim
N→∞

E[etX ].

(b) If β > 1 then limN→∞ E[etX ] = e
φ+(h,β)t

β . In particular

lim
N→∞

lim
h↓0

E[etX ] = e
φβt

β + e
−

φβt

β ̸= e
φβt

β = lim
h↓0

lim
N→∞

E[etX ]. (1.10)

Proof. Apply Proposition 1.2 and 1.3.

Note that (1.10) implies the limit measure does not recover the symmetry φ → −φ as h ↓ 0. In
this case one says the system exhibits spontaneous symmetry breaking.

1.3 Example 2: Ising with long range interactions

We replace {1, . . . , N} with the finite volume ΛL := [−L,L]d ∩ Zd. The set of possible spin
configurations becomes ΩΛL

:= {−1, 1}ΛL . The energy of a configuration σ ∈ ΩΛL
is defined by

H(σ) := −1

2

∑
jk∈ΛL

Jjkσjσk − h
∑
j∈ΛL

σj , (1.11)

where Jjk = Jkj ≥ 0 ∀j, k ∈ ΛL.
To define J we introduce the lattice Laplacian.
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Definition 1.5 (lattice Laplacian). The lattice (or graph) Laplacian on Zd is the linear operator
∆: ℓ2(Zd) → ℓ2(Zd) defined by

(∆f)(j) :=
∑

k∈Zd,|k−j|=1

(f(j)− f(k)) =
∑

k∈Zd,|k−j|=1

∆jkf(k) (1.12)

where −∆jk = 2d1j=k − 1|j−k|=1.

This operator is well defined and bounded (exercise) with ∥∆∥ ≤ 4d. For all f ∈ ℓ2(Zd) we have
(exercise)

(f,−∆f)ℓ2(Zd) =
∑

|i−j|=1

(f(i)− f(j))2 ≥ 0, (1.13)

hence −∆ ≥ 0 as a quadratic form. One can show that −∆ is self-adjoint with spectrum
σ(−∆) = σac(−∆) = [0, 4d].

Definition 1.6 (finite volume lattice Laplacian). For any Λ ⊂⊂ Zd the finite volume Laplacian
∆Λ with Dirichlet boundary conditions is the matrix ∆Λ ∈ RΛ×Λ

sym defined by

(∆Λ)ij := ∆ij .

For all f ∈ ℓ2(Λ) we have (exercise)

(f,−∆f)ℓ2(Λ) =
∑

ij∈Λ,|i−j|=1

(f(i)− f(j))2 +
∑
i∈Λ

dif(i)
2 > 0, (1.14)

where di :=
∑

j ̸∈Λ,|i−j|=1 1. Hence −∆Λ > 0 as a quadratic form.

Using these notations, we define
Jij := (−∆ΛL

+ 1)1, (1.15)

where −∆ΛL
+ 1 := −∆ΛL

+ Id ∈ RΛL×ΛL
sym .

Proposition 1.7. J is well defined and satisfies J > 0 as a quadratic form and Jjk > 0
∀j, k ∈ ΛL.

Note that M > 0 does not imply Mjk > 0 ∀i, j. Indeed M := −∆Λ satisfies M > 0 but Mij < 0
for |i− j| = 1. Also, Mjk > 0 ∀i, j does not imply M > 0. As an example take the matrix

M :=

(
1 ε
ε 1

)
with ε > 1.

Proof of Proposition 1.7. −∆ΛL
+ 1 > 0 as a quadratic form and hence it is invertible with

(−∆ΛL
+ 1)−1 > 0.

We show now that Jjk > 0 holds. For this we reformulate Jij as infinite sum of positive terms.
Note that

−∆ΛL
= 2d− P

where Pij = 1|i−j|=1 is the adjacency matrix of the graph ΛL. Therefore we can write

J−1 = (2d+ 1)− P = (2d+ 1)

(
1− 1

2d+ 1
P

)
, J =

1

2d+ 1

(
1− 1

2d+ 1
P

)−1

.
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We have ∥P∥op ≤ 2d since∑
j

(Pf)2j =
∑
j

(
∑
k

Pjkfk)
2 =

∑
j

(
∑
k

√
Pjk

√
Pjkfk)

2 ≤
∑
j

(
∑
k

Pjk)(
∑
k′

Pjkf
2
k′)

≤ 2d
∑
k′

∑
j

Pjk′f
2
k′ ≤ (2d)2

∑
k′

f2
k′ ,

where we used Pjk ≥ 0, Cauchy-Schwartz and 0 <
∑

k Pjk ≤ 2d.
It follows

∥ 1

2d+ 1
P∥op ≤

2d

2d+ 1
< 1,

hence the Neumann series

J =
1

2d+ 1

∑
n≥0

(
1

2d+ 1
P

)n

converges in operator norm. We conclude

Jjk =
1

2d+ 1

∑
n≥0

1

(2d+ 1)n

∑
i1,...,in−1

Pji1Pi1i2 · · ·Pin−1k > 0

since Pjk ≥ 0 ∀jk and at least some term in the sum is strictly positive.

Set now

EΛL
[f ] :=

∑
σ∈ΩΛL

e−βH(σ)f(σ)∑
σ∈ΩΛL

e−βH(σ)

with the energy function H(σ) defined in (1.11). We study the Laplace transform of the random
variable XΛL

:= 1
|ΛL|

∑
j∈ΛL

σj .

Proposition 1.8. It holds

EΛL

[
e

t
|ΛL|

∑
j∈ΛL

σj
]
= ⟨e

t
β|ΛL|

∑
j∈ΛL

(1+dj)φj ⟩ΛL
e
− t2

2β

|ΛL|+|∂extΛL|
|ΛL|2 ,

where ∂extΛL{j ̸∈ Λl| dist (j,ΛL) = 1},

⟨g(φ)⟩ΛL
:=

´
RΛL dφΛL e−F (φ)g(φ)´

RΛL dφΛL e−F (φ)

and

F (φ) :=
(φ, J−1φ)

2β
−
∑
j∈ΛL

[ln cosh(φj + βh)] .

Proof. exercise

[3: 23.04.2025]
[4: 25.04.2025]
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2 Transfer operator approach

2.1 Ising model with nearest neighbor interaction

We consider the finite volume ΛL := [−L,L] ∩ Z = {−L,−L + 1, . . . ,−1, 0, 1, . . . , L}. The set
of possible spin configurations is ΩΛL

:= {−1, 1}ΛL . The energy of a configuration σ ∈ ΩΛL
is

defined by

H(σ) := −1

2

∑
jk∈ΛL

1|j−k|=1σjσk − h
∑
j∈ΛL

σj = −
L−1∑
j=−L

σjσj+1 − h
L∑

j=−L

σj . (2.1)

If we do not introduce additional conditions on the boundary points j = ±L we say we have
simple boundary conditions. The average is defined as usual by

E [f(σ)] :=

∑
σ∈ΩΛL

f(σ)e−βH(σ)∑
σ∈ΩΛL

e−βH(σ)
.

Our goal is to study the Laplace transform E
[
e

t
|ΛL|

∑L
j=−L σj

]
, the mean E [σj ] and the covariance

E [σjσk]− E [σj ]E [σk] in the thermodynamic limit L → ∞.

Dual representation To formulate the dual representation we need some notation. Setting
Ω0 = {−1, 1} the one-spin configuration space we introduce the transfer operator

T : RΩ0 → RΩ0

f 7→ (T f)(σ) :=
∑

σ′∈Ω0
T (σ, σ′)f(σ′)

where we defined

T (σ, σ′) := e
V (σ)

2 K(σ, σ′)e
V (σ′)

2 , K(σ, σ′) = eβσσ
′
, V (σ) = βhσ.

We this definition T nf(σ) =
∑

σ′∈Ω0
Tn(σ, σ′)f(σ′) where

Tn(σ, σ′) =
∑

σ1,...,σn−1∈Ω0

T (σ, σ1)T (σ1, σ2) · · ·T (σn−1, σ
′).

We also introduce the (real) scalar product

⟨f, g⟩ :=
∑
σ∈Ω0

f(σ)g(σ),

and the left/right boundary functions fl(σ) = fr(σ) := e
1
2
βhσ. For more general boundary

conditions we have fl ̸= fr.

Theorem 2.1. With the notations above the following statements hold.

(i) The partition function admits the dual representation

Z =
∑

σ∈ΩΛL

e−βH(σ) = ⟨fl, T 2Lfr⟩.
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(ii) For all j0 ∈ ΛL the mean in j0 admits the dual representation

E [σj ] =
⟨fl, T L+j0OT L−j0fr⟩

⟨fl, T 2Lfr⟩
,

where Of(σ) := σf(σ) for all σ ∈ Ω0.

(iii) For all j0 < k0 ∈ ΛL we have

E [σj0σk0 ] =
⟨fl, T L+j0OT k0−j0OT L−k0fr⟩

⟨fl, T 2Lfr⟩
.

(iv) For t ∈ R we have

E
[
e

t
|ΛL|

∑L
j=−L σj

]
=

⟨f̃l, T̃ 2Lf̃r⟩
⟨fl, T 2Lfr⟩

,

where T̃ f(σ) =
∑

σ′∈Ω0
T̃ (σ, σ′)f(σ′) is defined by

T̃ (σ, σ′) := e
1
2

(
βh+ t

|Λ|

)
σ
K(σ, σ′)e

1
2

(
βh+ t

|Λ|

)
σ′

and f̃l(σ) = f̃r(σ) := e
1
2

(
βh+ t

|Λ|

)
σ
.

Proof.

(i) We argue, using βhσj = 2
V (σj)

2 ,

Z =

 L∏
j=−L

∑
σj∈Ω0

 L−1∏
j=−L

eβσjσj+1

L∏
j=−L

eβhσj

=

 L∏
j=−L

∑
σj∈Ω0

 e
1
2
V (σ−L)

 L−1∏
j=−L

T (σj , σj+1)

 1
2
V (σL) = ⟨fl, T 2Lfr⟩.

(ii)− (iii) similar arguments.

(iv) Same argument as in (i) but in the numerator we replace βh with βh+ t
|Λ| which modifies

the definition of T in T̃ and the definition of fl into f̃l.
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