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[1: 08.10.2024]

1 Preliminary definitions and results

1.1 Introduction

Our goal in this lecture is to study integrals in N ≫ 1 variables. These can be represented as

IN =

ˆ
MN

dρN (φ)f(φ)

whereM is a manifold, φ : {1, . . . , N} →M is the spin configuration or field configuration, the
measure dρN (φ) has the form

dρN (φ) =

N∏
j=1

dφj e
−H(φ),

and f is the function we wish to average (the observable). In the following we often replace
j ∈ {1, . . . , N} with j ∈ Λ ⊂⊂ Zd or j ∈ finite graph.

Examples

• Ising model: M = {−1, 1} with dφ = 1
2(δ−1 + δ+1);

• O(n) model: M = Sn−1 n ≥ 2 with dφ = dHn−1 the surface measure. For n = 1 we recover
the Ising model. For n = 2 this is also called XY or rotator model. For n = 3 this is called
Heisenberg model.

• unbounded spin: M = R or C. In the first case we use dφ the real Lebesgue measure. In the
second case we use

dφdφ := 2 dReφ dImφ (1.1)

Note that there are other possible conventions in the literature (no 2 factor, an additional i
factors). The choice above is motivated by the computation (dx − idy) ∧ (dx + idy) = 2idxdy
The above construction can be generalized toM = Rm or Cm with m ≥ 1.

• more generally we will use φ ∈ Rn×n or φ ∈ Cn×n, and φ may have in addition anticommuting
components.

Anticommuting variables arise naturally in physics (in the context of the quantum description
of particles satisfying Fermi statistics) and in mathematics (in the context ot differential forms
and graded algebras). Here we will use them principally as a tool to reformulate some integral
as a new integral that is hopefully easier to study (duality).
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Two easy examples of duality

1. mean field O(n). This example is motivated by statistical mechanics.
Consider S = (S1, . . . , SN ) with Sj ∈ Sn−1, n ≥ 1. We write

dS :=

N∏
j=1

dSj

where dSj is the normalized Hausdorff measure dHn−1 i.e.ˆ
Sn−1

dSj = 1.

We consider the measure

dρN (S) := dS e
β
N

∑N
j,k=1 Sj ·Skeh

∑N
j=1 Sj ·ê,

where β, h > 0 are parameters and ê ∈ Sn−1 is a fixed direction. In the case h > 0, this measure
favours the (unique) configuration Sj = ê ∀j. For h = 0 the measure favours configurations of
the form Sj = Sk ∀j, k. Our goal is to study properties of this measure as N → ∞ . We have
the following dual representation (that will be proved later)

ˆ
(Sn−1)N

dρN (S) =
(

N
2πβ

)n
2

ˆ
Rn
dφ e

−N
(

|φ−hê|2
2β

−ln I(φ)

)
(1.2)

where

I(φ) =

ˆ
Sn−1

dS eS·φ > 0.

Note that, while in the first integral we have O(Nn) variables, in the second we only have n
variables. The large number N remains only as a large parameter in the exponent and can
be used to perform rigorous Laplace method. This dual representation is obtained using real
Gaussian integrals.

Example 2 large random matrix. This example is motivated by quantum mechanics (self-
adjoint operator describing the energy levels of a large nucleus). Our variable is now a matrix
H ∈ CN×N

herm . By self-adjointness we have Hjj ∈ R ∀i = 1, . . . , N and Hji = H ij ∀i < j. We
consider the measure

dρN (H) :=
N∏
j=1

dHjje
−N

2
H2
jj

N∏
i<j=1

dH ijdHije
−NHijHij = dH e−

N
2
TrH2

where dH :=
∏N
j=1 dHjj

∏N
i<j=1 dH ijdHij . This measure is real and finite hence becomes a

probability measure after normalization. Moreover it is invariant under unitary rotations H 7→
U∗HU with U∗U = 1. The corresponding set of random matrices is called Gaussian Unitary
Ensemble (GUE). We will use the notation

⟨f⟩N :=

´
CN×N
herm

dρN (H)f(H)´
CN×N
herm

dρN (H)
.

We are interested in the resolvent (z − H)−1. Since H∗ = H we have σ(H) ⊂ R hence z =
E + iε ∈ ρ(H) ∀E ∈ R and ε > 0. Spectral properties of H can be inferred from the two
averages

⟨(E + iε−H)−1
xy ⟩N , ⟨|(E + iε−H)−1

xy |2⟩N .
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These integrals are hard to control when N ≫ 1 since the operation of inverting the matrix
creates interactions between the (independently distributed) matrix elements. A dual represen-
tation exists but requires introducing anticommuting variables. The following duality does not
require them.

⟨ 1

det(E + iε−H)
⟩N =

√
N√
2π

ˆ
R
da e

−N
(
a2

2
+ln(E+iε−a)

)

On the left we have O(N2) variables, on the right we have only one real variable. The large
number N is a parameter in the new measure and can be used to perform rigorous saddle
analysis. This dual representation is obtained using complex Gaussian integrals.

1.2 Gaussian integrals

1.2.1 Scalar Gaussian integral

Theorem 1.1. Fix a ∈ C with Re a > 0.

(i) (Laplace-Fourier transform) For all u, v ∈ C we have

ˆ
R

dφ√
2π
e−

1
2
aφ2

eφu =
1√
a
e

1
2
u2

a (1.3)

ˆ
C

dφdφ

2π
e−aφφeφu+vφ =

1

a
e
vu
a

where we have taken the unique (complex) square root of a with positive real part. We will
use the notation

dµ 1
a
(φ) :=

√
a

2π
dφ e−

1
2
aφ2

(1.4)

dµ 1
a
(φ,φ) :=

a

2π
dφdφ e−aφφ

(ii) (integration by parts) We have

ˆ
R
dµ 1

a
(φ) φ f(φ) =

1

a

ˆ
R
dµ 1

a
(φ) f ′(φ) (1.5)

ˆ
C
dµ 1

a
(φ,φ) φ f(φ,φ) =

1

a

ˆ
C
dµ 1

a
(φ,φ) ∂φf(φ,φ)

ˆ
C
dµ 1

a
(φ,φ) φ f(φ,φ) =

1

a

ˆ
C
dµ 1

a
(φ,φ) ∂φf(φ,φ),

For all differentiable function f such that the above integrals exist in absolute value.

Remark 1 Setting u = 0 or u = iy, and v = −iw, in (1.3) we obtain the normalization and
Fourier transform respectively

ˆ
R

dφ√
2π
e−

1
2
aφ2

=
1√
a
,

ˆ
R

dφ√
2π
e−

1
2
aφ2

eiφy =
1√
a
e−

1
2
y2

a (1.6)

ˆ
C

dφdφ

2π
=

1

a
,

ˆ
C

dφdφ

2π
ei(φy+wφ) =

1

a
e−

wu
a .
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Remark 2 The following identities follow directly from (1.5) is
ˆ
R
dµ 1

a
(φ)φ = 0,

ˆ
R
dµ 1

a
(φ)φ2 =

1

a
, (1.7)

ˆ
C
dµ 1

a
(φ,φ) φ = 0 =

ˆ
C
dµ 1

a
(φ,φ) φ

ˆ
C
dµ 1

a
(φ,φ) φ2 = 0 =

ˆ
C
dµ 1

a
(φ,φ) φ2,

ˆ
C
dµ 1

a
(φ,φ) φφ =

1

a
.

Definition 1.2. Fix a ∈ C with Re a > 0.

(i) We call dµ 1
a
(φ) the normalized Gaussian measure on R with mean

´
R dµ 1

a
(φ)φ = 0 and

variance
´
R dµ 1

a
(φ)φ2 = 1

a .

(ii) We call dµ 1
a
(φ,φ) the normalized Gaussian measure on C with mean

´
C dµ 1

a
(φ,φ) φ =

0 =
´
C dµ 1

a
(φ,φ) φ and covariance

´
C dµ 1

a
(φ,φ) φφ = 1

a .

[1: 08.10.2024]
[2: 14.10.2024]

Proof. Proof of Theorem 1.1
Case 1: real variable φ ∈ R.
• For a > 0 and u ∈ R we argueˆ

R

dφ√
2π
e−

1
2
aφ2

eφu = e
1
2
u2

a

ˆ
R

dφ√
2π
e−

1
2
a(φ−u

a )
2

= e
1
2
u2

a

ˆ
R

dφ√
2π
e−

1
2
aφ2

=
1√
a
e

1
2
u2

a ,

where we used the coordinated change φ→ φ− u
a .

• Fix now a, u ∈ C with Re a > 0. The integral is well defined sinceˆ
R

dφ√
2π

∣∣∣e− 1
2
aφ2

eφu
∣∣∣ =

=

ˆ
R

dφ√
2π
e−

1
2
(Re a)φ2

e|φu| ≤ e
u2

2η

ˆ
R

dφ√
2π
e−

1
2
(Re a−η)φ2

= e
|u|2
2η

1√
Re a− η

<∞,

where we used |φu| ≤ 1
2

(
ηφ2 + 1

η |u|
2
)
with 0 < η < Re a.

We first prove (1.3) in the case a > 0 and u ∈ C. Consider the two functions F,G : C → C
defined by

F (z) :=

ˆ
R

dφ√
2π
e−

1
2
aφ2

eφz, G(z) :=
1√
a
e

1
2
z2

a .

These two functions are holomorphic on C (exercise). Moreover F (u) = G(u) ∀u ∈ R, hence by
analytic continuation (see Thm. 1.5 below) F (z) = G(z) ∀z ∈ C.

We now prove (1.3) in the general case a, u ∈ C with Re a > 0. Fix u ∈ C and set

C+ := {z ∈ C| Re z > 0}. (1.8)

Note that this set is open and connected. We consider the two functions F,G : C+ → C defined
by

F (z) :=

ˆ
R

dφ√
2π
e−

1
2
zφ2

eφu, G(z) :=
1√
z
e

1
2
u2

z .
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These two functions are holomorphic on C+ (exercise). Moreover F (a) = G(a) ∀a ∈ R, with
a > 0 hence by analytic continuation (see Thm. 1.5 below) F (z) = G(z) ∀z ∈ C+.

• To prove (1.5) use

φe−
1
2
aφ2

= −1

a
∂φe

− 1
2
aφ2

and perform integration by parts.

Case 2: complex variable φ ∈ C.
• The integral is well defined sinceˆ

C

dφdφ

2π

∣∣e−aφφeφu+vφ∣∣ = ˆ
R2

dxdy

π
e−(Re a(x2+y2)e|(x+iy)|(|u|+|v|)

≤ e
(|u|+|v|)2

2η

ˆ
R2

dxdy

π
e−(Re a−η/2)(x2+y2) = e

(|u|+|v|)2
2η

1

Re a− η/2
<∞,

where we used again Young’s inequality with 0 < η < 2Re a.

• Assume now a > 0. To prove (1.3) we argue, using Case 1,ˆ
C

dφdφ

2π
e−aφφeφu+vφ =

ˆ
R2

dxdy

π
e−a(x

2+y2)ex(v+u)+yi(v−u) =
1

a
e

(v+u)2

4a
− (v−u)2

4a =
1

a
e
vu
a .

• We prove now (1.3) in the general case a, u, v ∈ C with Re a > 0. Remember the definition of
C+ (1.8) and consider the two functions F,G : C+ → C defined by

F (z) :=

ˆ
C

dφdφ

2π
e−zφφeφu+vφ, G(z) :=

1

z
e
vu
z .

These two functions are holomorphic on C+ (exercise). Moreover F (a) = G(a) ∀a ∈ R, with
a > 0 hence by analytic continuation (see Thm. 1.5 below) F (z) = G(z) ∀z ∈ C+.

• To prove (1.5) use

φe−aφφ = −1

a
∂φe

−aφφ, φe−aφφ = −1

a
∂φe

−aφφ

and perform integration by parts (exercise).

1.2.2 Reminders of complex analysis

Definition 1.3. Let U ⊂ C be an non-empty open set and f : U → C a function.

• f is analytic on U if it has a power series representation at each point i.e. for all w ∈ U
there exists an open ball Br(w) ⊂ U and a power series z 7→

∑
n≥0 an(z − w)n with

convergence radius ρ ≥ r such that

f(z) =
∑
n≥0

an(z − w)n ∀z ∈ Br(w).

• f is holomorphic on U if the complex derivative

∂zf(z0) := lim
h→0

f(z0 + h)− f(z0)
h

exists in all points z0 ∈ U and f ′ defines a continuous function on U
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Theorem 1.4 (important properties ). Let U ⊂ C be an non-empty open set and f : U → C a
function. The following statementas hold.

(i) f is holomorphic on U ⇔ f is analytic on U

(ii) Let Ur{(x, y) ∈ R2|(x+ iy) ∈ U}.
Then, f is holomorphic on U ⇔ the function F : Ur → R2 defined by (x, y) 7→ (Ref(x +
iy), Imf(x+ iy) is continuously differentiable and satisfies the Cauchy-Riemann equations

∂xRef(x+ iy) = ∂yImf(x+ iy), ∂yRef(x+ iy) = −∂xImf(x+ iy)

⇔ ∂zf := 1
2 (∂x + i∂y) f = 0.

(iii) f complex differentiable ⇒ ∂zf = 1
2 (∂x − i∂y) f.

(iv) f holomorphic on U ⇒ f admits infinitely many complex derivatives.

Theorem 1.5 (analytic continuation). Let U ⊂ C be an non-empty connected open set, f, g : U →
C two functions analytic on U. The following statements are equivalent:

(i) f(z) = g(z) ∀z ∈ U ;

(ii) there exists a set V ⊂ U such that

(a) f(z) = g(z) ∀z ∈ V,
(b) V contains infinitely many points and an accumulation point in U ;

(iii) there exists a point z0 ∈ U such that f (n)(z0) = g(n)(z0) ∀n ≥ 0

Note that the complex derivatives are well defined since an analytic function is alwasy holomor-
phic.

1.2.3 Some properties of matrix spaces

To define Gaussian measures on vectors we replace aφ2 (resp. aφφ) with a quadratic form
(φ,Aφ) (resp. (φ,Aφ)). We will need some preliminary facts/definitions on complex-valued
matrices. The analog of a real scalar is a self-adjoint matrix. In order to apply analytic con-
tinuation we need to parametrize a complex matrix A via variables that become real when A is
self-adjoint. This is the content of the next result.

Lemma 1.6 (decomposition of complex matrices).

(i) Every matrix A ∈ CN×N can be decomposed as

A = A1 + iA2 (1.9)

with A1, A2 self-adjoint matrices defined by

A1 :=
1

2
(A+A∗), A2 :=

1

2i
(A−A∗), (1.10)

where A∗ = A
t
. We define

ReA := A1 =
1

2
(A+A∗), ImA := A2 =

1

2
(A−A∗). (1.11)
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(ii) Every matrix A ∈ CN×N can be uniquely identified by the set of N2 complex variables

zii := Aii = (A1)ii + i(A2)ii, i = 1, . . . N

zij := Re (A1)ij + iRe (A2)ij , i < j

wij := Im (A1)ij + iIm (A2)ij , i < j

via the formula

A(z, w) =


Aii = zii ∀i = 1, . . . N
Aij = zij + iwij ∀i < j,
Aji = zij − iwij ∀i > j.

(iii) The function z, w 7→ A(z, w) is analytic in each variable separateley, since ∂zijA(z, w) =
0 = ∂wijA(z, w).

(iv) A∗ = A iff zii, zij , wij ∈ R.

Proof. exercise

Remark 1 Since both A1, A2 are self-adjoint we have

|(φ,Aφ)| = |(φ,A1φ) + i(φ,A2φ)| =
√
(φ,A1φ)2 + (φ,A2φ)2 ≥ |(φ,A1φ)|. (1.12)

Remark 2 A complex self-adjoint matrix A = A∗ is positive definite as a quadratic form
A > 0 if

(φ,Aφ) > 0 ∀φ ∈ CN \ 0. (1.13)

Since we are in finite dimension this is equivalent to find a number λ > 0 such that

(φ,Aφ) ≥ λ(φ,φ) = λ|φ|2 ∀φ ∈ CN \ 0. (1.14)

In the following we consider the space

CN×N
+ := {A ∈ CN×N | ReA > 0}. (1.15)

Theorem 1.7. The followig hold.

(i) CN×N
+ is an open connected subset of CN×N .

(ii) A ∈ CN×N
+ iff A is invertible and A−1 ∈ CN×N

+ .

Note that since we are in finite dimension all norms are equivalent so we do not need to specify
under which norm the spaces are open.

Proof.
• We show that CN×N

+ is an open subset of CN×N with respect to the operator norm.

Fix A ∈ CN×N
+ . Then A = A1 + iA2 and there is λ > 0 such that (φ,A1φ) ≥ λ|φ|2 > 0

∀φ ∈ CN \ 0.
Our goal is to find r > 0 such that B ∈ CN×N

+ for all B ∈ CN×N such that ∥A−B∥ < r.
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Using the decomposition B = B1 + iB2 we have B ∈ CN×N
+ iff B1 > 0. We argue, using also

(1.12),

(φ,B1φ) = (φ,A1φ) + (φ, (B1 −A1)φ) ≥ λ|φ|2 − |(φ, (B1 −A1)φ)|
≥ λ|φ|2 − |(φ, (B −A)φ)| ≥ λ|φ|2 − ∥B −A∥ |φ|2 = (λ− ∥B −A∥)|φ|2.

Hence Bλ(A) ⊂ CN×N
+ .

• The set CN×N
+ is convex and hence connected. Indeed, for all A,B ∈ CN×N

+ and t ∈ [0, 1] we
have

(φ, (tA+ (1− t)B)1φ) = t(φ,A1φ) + (1− t)(φ,B1φ) > 0

• Let A ∈ CN×N
+ . We claim that A is invertible and A−1 ∈ CN×N

+ .
Indeed, assume by contradiction A is not invertible. Then there exists φ ∈ CN such that Aφ = 0.
But then (φ,Aφ) = 0 and hence (φ,A1φ) = 0 which contradicts A1 > 0.
To prove A−1 ∈ CN×N

+ we argue

2 ReA−1 =
(
A−1 + (A−1)∗

)
=
(
A−1 + (A∗)−1

)
=
(
A−1 − (−A∗)−1

)
= (−A∗)−1(−A∗ −A)A−1 = (A∗)−1(A+A∗)A−1,

where we used the resolvent identity

A−1 −B−1 = A−1(B −A)B−1 = B−1(B −A)A−1.

Hence
ReA−1 = (A−1)∗(ReA)A−1.

The result now follows from

(φ,ReA−1φ) = (φ, (A−1)∗(ReA)A−1φ) = (A−1φ, (ReA)(A−1φ)) > 0.

• Assume A ∈ CN×N is invertible and A−1 ∈ CN×N
+ . we claim that A−1 ∈ CN×N

+ . This follows
from

ReA = A∗(ReA−1)A.

1.2.4 Vector Gaussian integral

Theorem 1.8. Fix N > 1

(i) (Laplace-Fourier transform)

(a) For all A ∈ CN×N
+ with the additional condition At = A it holds

ˆ
RN

N∏
j=1

dφj√
2π

e−
1
2
(φ,Aφ)e(φ,v) =

1√
detA

e
1
2
(v,A−1v) (1.16)

where
√
detA is defined via (see also Remark 3 below)

√
detA =

√
detA1

√
det(1 + iA

− 1
2

1 A2A
− 1

2
1 ).
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(b) For all A ∈ CN×N
+ , v, w ∈ CN it holds

ˆ
CN

N∏
j=1

dφjdφj

2π
e−(φ,Aφ)e(φv)+(w,φ) =

1

detA
e(w,A

−1v) (1.17)

Setting C := A−1, we will use the notation

dµC(φ) :=
√
detA

N∏
j=1

dφj√
2π

e−
1
2
(φ,Aφ) (1.18)

dµC(φ,φ) := detA
N∏
j=1

φjdφj

2π
e−(φ,Aφ)

(ii) (integration by parts) We have

ˆ
RN

dµC(φ) φj f(φ) =
N∑
k=1

Cjk

ˆ
RN

dµC(φ) ∂φkf(φ) (1.19)

ˆ
RN

dµC(φ,φ) φj f(φ,φ) =
N∑
k=1

Cjk

ˆ
RN

dµC(φ) ∂φkf(φ,φ)

ˆ
RN

dµC(φ,φ) φj f(φ,φ) =

N∑
k=1

Cjk

ˆ
RN

dµC(φ) ∂φkf(φ,φ)

For all differentiable function f such that the above integrals exist in absolute value.

Remark 1 Setting v = 0 we obtain the normalization

ˆ
RN

N∏
j=1

dφj√
2π

e−
1
2
(φ,Aφ) =

1√
detA

,

ˆ
CN

N∏
j=1

dφjdφj

2π
e−(φ,Aφ) =

1

detA
.

Remark 2 The following identities follow directly from (1.5) is

ˆ
RN

dµC(φ)φj = 0,

ˆ
R
dµC(φ)φjφk = Cjk (1.20)

ˆ
CN

dµC(φ,φ)φj = 0 =

ˆ
CN

dµC(φ,φ)φjˆ
R
dµC(φ,φ)φjφk =

ˆ
R
dµC(φ,φ)φjφkˆ

R
dµC(φ,φ)φjφk = Cjk

[2: 14.10.2024]
[3: 18.10.2024]
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Remark 3 For all A ∈ CN×N
+,sym we have

A = A1 + iA2 A1, A2 ∈ RN×N
sym , A1 > 0.

Since A1 is real, symmetric and positive we have

A1 = U t1λ̂U1, U1 ∈ O(N), λ̂ = diag(λ1, . . . λN ), λk > 0 ∀k = 1, . . . , N.

On the other hand U1 does not diagonalize the real symmetric matrix A2 unless [A1, A2] = 0
(i.e. the matrices cannot be diagonalized simultaneously using the same orthogonal matrix).
Since λ̂ > 0 we can define

λ̂
1
2 = diag(λ

1
2
1 , . . . λ

1
2
N ).

The matrix λ̂
1
2 is positive and invertible. We argue

detA = detU t1(λ̂+ iU1A2U
t
1)U

t
1 = det(λ̂+ iU1A2U

t
1) = det λ̂ det(1 + iλ̂−

1
2U1A2U

t
1λ̂

− 1
2 ).

The matrix λ̂−
1
2U1A2U

t
1λ̂

− 1
2 is real and symmetric, hence

λ̂−
1
2U1A2U

t
1λ̂

− 1
2 = U t2µ̂U2

for some U2 ∈ O(N) and real diagonal matrix µ̂. Inserting this in the determinant we get

detA =

N∏
j=1

λj

N∏
j=1

(1 + iµj)

Since Re(1 + iµj) = 1 > 0 we can define

√
detA =

N∏
j=1

√
λj

N∏
j=1

√
1 + iµj

where in each term we take the unique root with positive real part.

Proof. Proof of Theorem 1.8
• The assumptions on A imply the integrals are well defined (exercise)

Case 1: real variables φ ∈ RN .

• To prove (1.16) we argue, using Remark 3 above

A = A1 +A2 = U t1

(
λ̂+ iU1A2U

t
1

)
U1

Inserting this in the quadratic form we obtain

(φ,Aφ) =
(
(U1φ),

(
λ̂+ iU1A2U

t
1

)
(U1φ)

)
=
(
(λ̂

1
2U1φ),

(
1 + iλ̂−

1
2U1A2U

t
1λ̂

− 1
2

)
(λ̂

1
2U1φ)

)
=
(
(λ̂

1
2U1φ),

(
1 + iU t2µ̂U2

)
(λ̂

1
2U1φ)

)
.
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We argue via three coordinate changes. In a first step we perform the rotation φ̃ := U1φ. Since

this is an isometry there is no Jacobian. In a second step we perform the scaling φ̃′
j := λ

1
2
j φ̃j ,

∀j ∈ Λ. Finally we perform the rotation φ̃′′ := U2φ̃
′. We obtain

ˆ
RN

N∏
j=1

dφj√
2π

e−
1
2
(φ,Aφ)e(φ,v) =

ˆ
RN

N∏
j=1

dφj√
2π

e−
1
2
(φ,(λ̂+iU1A2Ut1)φ)e(φ,U1v)

=
1√∏
j λj

ˆ
RN

N∏
j=1

dφj√
2π

e
− 1

2
(φ,

(
1+iλ̂−

1
2U1A2Ut1λ̂

− 1
2

)
φ)
e(φ,λ̂

− 1
2U1v)

=
1√∏
j λj

ˆ
RN

N∏
j=1

dφj√
2π

e−
1
2
(U2φ,(1+iµ̂)U2φ)e(U2φ,U2λ̂

− 1
2U1v)

=
1√∏
j λj

N∏
j=1

ˆ
R

dφj√
2π
e−

1
2
(1+iµj)φ

2
j eφj(U2λ̂

− 1
2U1v)j

=
1√∏N

j=1 λj(1 + iµj)
e

1
2

∑N
j=1

((U2λ̂
− 1

2 U1v)
2
j

1+iµj =
1√
detA

e
1
2
(v,A−1v).

• To prove (1.19) in the real case use

φje
− 1

2
(φ,Aφ) = −

∑
k

(A−1)jk∂φke
− 1

2
(φ,Aφ)

and perform integration by parts.

Case 1: complex variables φ ∈ CN .

•We prove (1.17) in the case A = A∗. Then there is a complex unitary matrix U ∈ U(N) and a
real diagonal matrix λ̂ = diag (λ1, . . . , λN ) such that A = U∗λ̂U. Inserting this in the quadratic
form we obtain

(φ,Aφ) =
N∑
j=1

λj |(Uφ)j |2.

We perform the coordinated change (complex rotation) φ̃ := Uφ. Since this is an isometry there
is no Jacobian. We obtain

ˆ
CN

N∏
j=1

dφjdφj

2π
e−(φ,Aφ)e(φv)+(w,φ) =

N∏
j=1

ˆ
C

dφjdφj

2π
e−

1
2
λj |φj |2eφj(Uv)j+Uwjφj

=

N∏
j=1

1∏N
j=1 λj

e
1
2

∑N
j=1 Uwj

1
λj

(Uv)j
=

1

detA
e

1
2
(w,A−1v).

• We prove (1.17) in the general case A ̸= A∗. We can repeat the strategy used in the case of a
real matrix or argue via analytic deformation as follows.
We start by fixing all variables in A to be real except z11. Let A(z) be the matrix obtained where
all zii (except z11) and all zij,wij are real and set

U := {z ∈ C|A1(z) > 0}.
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Using Theorem 1.7 above we can show that U is open and connected. Consider the two functions

F (z) :=

ˆ
CN

N∏
j=1

dφjdφj

2π
e−(φ,A(z)φ)e(φv)+(w,φ), G(z) :=

1

detA(z)
e

1
2
(w,A(z)−1v).

These functions are analytic on U and coincide on U ∩ R, hence they coincide on U. Repeat
making one variable at a time complex.

• To prove (1.19) in the complex case use

φje
−(φ,Aφ) = −

∑
k

(A−1)jk∂φke
−(φ,Aφ), φje

−(φ,Aφ) = −
∑
k

(A−1)jk ∂φke
−(φ,Aφ)

Theorem 1.9 (Sum of Gaussian variables).

(i) Let A1, A2 ∈ CN×N
+,sym and set C1, C2 the corresponding inverse. We have

ˆ
R2N

dµC1(φ)dµC2(φ
′) f(φ+ φ′) =

ˆ
RN

dµC1+C2(φ)f(φ)

for all functions f such that the integrals above are well-defined.

(ii) Let A1, A2 ∈ CN×N
+ and set C1, C2 the corresponding inverse.

ˆ
C2N

dµC1(φ,φ)dµC2(φ
′, φ′)f(φ+ φ′) =

ˆ
CN

dµC1+C2(φ,φ)f(φ)

for all functions f such that the integrals above are well-defined.

Proof. For a function f ∈ L2(RN ) it is sufficient to consider f = eiφw and then use the Fourier
transform. For more general functions use the coordinate change

φ+ φ′ = u, φ− φ′ = v

and perform the (Gaussian) integral with respect to v explicitely. The same argument works in
the case of complex variables.

We go back to the duality examples given in the introduction and use Gaussiam integrals to
prove the formulas.

1.2.5 Example 1: spin O(n) model

We consider the function HN : (Sn−1)N → R defined via

HN (S) = −
1

2N

N∑
jk=1

Sj · Sk −
h

β

N∑
j=1

Sj · ê

where h, β > 0 and ê ∈ Sn−1 is a fixed direction. Set

dS :=
N∏
j=1

dSj
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with dSj the normalized Hausdorff measure Hn−1 on Sn−1. We are interested in the measure

dS e−βHN (S) = dS e
β
2N

∑N
jk=1 Sj ·Skeh

∑N
j=1 Sj ·ê

for N large.

Lemma 1.10. We have

ˆ
(Sn−1)N

dSe−βH(S) =
(

N
2πβ

)n
2

ˆ
Rn
dφ e

−N
(

|φ−hê|2
2β

|−ln I(φ)

)
(1.21)

where dφ :=
∏n
j=1 dφj and

I(φ) :=

ˆ
Sn−1

dS eS·φ > 0.

Proof.
We can reorganize βH(S) as follows

−βH(S) =
β

2N

∑
jk

Sj · Sk + h
∑
j

Sj · ê =
β

2N
|
N∑
j=1

Sj |2 + h

 N∑
j=1

Sj

 · ê
We argue

e−βH(S) = e
β
2N |

∑N
j=1 Sj|

2

eh(
∑N
j=1 Sj)·ê = eh(

∑N
j=1 Sj)·ê

ˆ
Rn
dµ β

N
Id
(φ)e

∑N
j=1 Sj ·φ

where dµ β
N
Id
(φ) is the vector Gaussian measure on Rn with mean zero and covariance C = β

N Id

Inserting this in the integral we obtain
ˆ
(Sn−1)N

dSe−βH(S) =

ˆ
(Sn−1)N

dS

ˆ
Rn
dµ β

N
Id
(φ) e

∑
j Sj ·φeh

∑
j Sj ·ê

=

ˆ
Rn
dµ β

N
Id
(φ)

∏
j

ˆ
Sn−1

dSj e
Sj ·(φ+hê) =

ˆ
Rn
dµ β

N
Id
(φ) eN ln I(φ+hê)

=
(
N
β

)n
2

ˆ
Rn

n∏
j=1

dφj√
2π

e
−N

(
|φ|2
2β

|−ln I(φ+hê)

)
=
(
N
β

)n
2

ˆ
Rn

n∏
j=1

dφj√
2π

e
−N

(
|φ−hê|2

2β
|−ln I(φ)

)

where we can exchange the integrals because we are integrating positive functions.

1.2.6 Example 2: average of the inverse determinant for GUE

We consider the measure on CN×N
+

N∏
j=1

dHjje
−N

2
H2
jj

N∏
i<j=1

dH ijdHije
−NHijHij = dH e−

N
2
TrH2

where dH :=
∏N
j=1 dHjj

∏N
i<j=1 dH ijdHij . We will use the notation

⟨f⟩N :=
1

Z

ˆ
CN×N
herm

dH e−
N
2
TrH2

f(H)
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where Z :=
´
CN×N
herm

dH e−
N
2
TrH2

is the constant normalizing the measure. We are interested in

the resolvent (z −H)−1. Since H∗ = H we have σ(H) ⊂ R hence z = E + iε ∈ ρ(H) ∀E ∈ R
and ε > 0. In particular

|det(E + iε−H)| ≥ εN ∀H = H∗. (1.22)

Lemma 1.11. We have

⟨ 1

det(E + iε−H)
⟩N =

√
N√
2π

ˆ
R
da e

−N
(
a2

2
+ln(E+iε−a)

)

Note that by (1.22) the above integral is well defined.
[3: 18.10.2024]
[4: 22.10.2024]

Proof. We would like to use complex Gaussian integral to reformulate (det(E + iε −H))−1 as
a Gaussian integral. For this we need the real part of the matrix to be positive definite. Note
that

Re(E + iε−H) = E −H.

This matrix has no sign! On the other hand

Re[−i(E + iε−H)] = ε > 0.

Apply formula (1.17) to A = −i(E + iε−H) we obtain

1

det(E + iε−H)
=

(−i)N

detA
=

ˆ
CN

[
dφdφ

2π

]N
e−(φ,Aφ) =

ˆ
CN

[
dφdφ

2π

]N
ei(φ,(E+iε−H)φ)

where we defined [
dφdφ

2π

]N
:=

N∏
j=1

dφjdφj

2π
.

Inserting this in the average we obtain

⟨ 1

det(E + iε−H)
⟩N =

1

Z

ˆ
CN×N
herm

dH e−
N
2
TrH2 1

det(E + iε−H)

=
(−i)N

Z

ˆ
CN×N
herm

dH e−
N
2
TrH2

ˆ
CN

[
dφdφ

2π

]N
ei(φ,(E+iε−H)φ)

= (−i)N
ˆ
CN

[
dφdφ

2π

]N
ei(E+iε)|φ|2 1

Z

ˆ
CN×N
herm

dH e−
N
2
TrH2

e−i(φ,Hφ),

where we used

ˆ
CN

N∏
j=1

dφjdφj

∣∣∣e−N
2
TrH2

ei(φ,(E+iε−H)φ)
∣∣∣ = ˆ

CN

N∏
j=1

dφjdφj

ˆ
CN×N
herm

dH e−ε|φ|
2
e−

N
2
TrH2

<∞
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to apply Fubini and exchange the integration order. We compute now

1

Z

ˆ
CN×N
herm

dH e−
N
2
TrH2

e−i(φ,Hφ)

=
1

Z

∏
j

ˆ
R
dHjj e

−N
2
H2
jje−iHjjφjφj

∏
j<k

ˆ
C
dHjkdHjk e

−N |Hjk|2e−i(Hjkφjφk+Hjkφkφj)

=
∏
j

e−
1

2N
(φjφj)(φjφj)

∏
j<k

e−
1
N
(φjφk)(φkφj) = e−

1
2N

∑
jk(φjφk)(φkφj).

Therefore

⟨ 1

det(E + iε−H)
⟩N = (−i)N

ˆ
CN

[
dφdφ

2π

]N
ei(E+iε)|φ|2e−

1
2N

∑
jk(φjφk)(φkφj).

Using (1.3) we reorganize the quartic term as follows

e−
1

2N

∑
jk(φjφk)(φkφj) = e−

1
2N

[
∑
j(φjφj)]

2

=

√
N√
2π

ˆ
R
da e−

N
2
a2eia[

∑
j(φjφj)].

Inserting this above we get

⟨ 1

det(E + iε−H)
⟩N = (−i)N

ˆ
CN

[
dφdφ

2π

]N
ei(E+iε)|φ|2

√
N√
2π

ˆ
R
da e−

N
2
a2e−ia[

∑
j(φjφj)].

Note that

ˆ
CN

N∏
j=1

dφjdφj

ˆ
R
da
∣∣∣ei(E+iε)|φ|2e−

N
2
a2eia[

∑
j(φjφj)]

∣∣∣ = ˆ
CN

N∏
j=1

dφjdφj

ˆ
R
da e−ε|φ|

2
e−

N
2
a2 <∞

and hence by Fubini we can exchange the integration order. Finally we obtain

⟨ 1

det(E + iε−H)
⟩N = (−i)N

√
N√
2π

ˆ
R
da e−

N
2
a2

N∏
j=1

ˆ
C

dφjdφj

2π
ei(E+iε−a)|φj |2

=
√
N

ˆ
R

da√
2π
e−

N
2
a2 1

(E + iε− a)N
.

This completes the proof.

The second step in the proof above is sometimes called Hubbard-Stratonovich transformation.

1.2.7 Gaussian measures on infinite dimensional spaces

We start with an equivalent definition of Gaussian measure in finite dimension that can be
generalized to infinite dimensional spaces.

Lemma 1.12. Let C ∈ RN×N be a symmetrix positive definite matrix and dµC(φ) the Gaussian
measure on RN with mean zero and covariance C defined above.

(i) dµC(φ) is the unique probability measure on RN with Fourier transform

µ̂C(v) :=

ˆ
RN

dµC(φ)e
i(φ,v) = e

1
2
(v,Cv).
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(ii) The Fourier transform is the moment generating function, precisely

ˆ
RN

dµC(φ)
N∏
j=1

φ
nj
j =

 N∏
j=1

∂
nj
vj e

1
2
(v,Cv)


v=0

(iii) dµC(φ) is the unique probability measure on RN such that
´
RN dµC(φ)

∏N
j=1 |φj |nj < ∞

and

ˆ
RN

dµC(φ)

N∏
j=1

φ
nj
j =


1 if

∑
j nj = 0

0 if
∑

j nj odd∑
G(2m)

∏
l∈GCxl,yl if

∑
j nj = 2m even

(1.23)

where G(2m) denotes the set of all partitions of the 2m
∑

j nj terms into subsets of two
elements (pairs).

Proof. (not done in class)
(i) Holds since a probability measure is uniquely defined by its Fourier transform.

(ii) Direct computation.

(iii) We show first that the moments of dµC(φ) are absolutely integrable and given by (1.23).
For all η > 0 we have the bound

|φj |nj =
(
φ
2nj
j

) 1
2
=

(
1

ηnj
(φ2

jη)
nj

) 1
2

≤
(
nj !

ηnj
eηφ

2
j

) 1
2

.

Hence ˆ
RN

dµC(φ)

N∏
j=1

|φj |nj ≤
N∏
j=1

(
nj !

ηnj

) 1
2
ˆ
RN

dµC(φ)e
η|φ|2 .

The last integral is finite for all η > 0 such that C−1 − 2η > 0. Such an η exists since C > 0.

Formula (1.23) follows applying several times (1.19).

Assume now µ is a probability measure with integrable moments given by (1.19). The Fourier
transform of the measure µ̂C(v) is infinitely often differentiable in all variables since

ˆ
RN

dµC(φ)

N∏
j=1

|φj |nj
∣∣∣ei(v,φ)∣∣∣ = ˆ

RN
dµC(φ)

N∏
j=1

|φj |nj <∞.

We show now that the Fourier series S(v) of µ̂C(v) around the point v = 0 is absolutely conver-
gent. Indeed

|S(v)| =
∑

n1,...,nN

∣∣∣∣∣∣
N∏
j=1

v
nj
j

nj !
µ̂
(n1,...,nN )
C (0)

∣∣∣∣∣∣ = 1 +

∞∑
m=1

∑
∑
j nj=2m

N∏
j=1

|vj |nj
nj !

∑
G(2m)

∏
l∈G

Cxl,yl

We have
∏N
j=1 |vj |nj ≤ |v|2m∞ and∑

G(2m)

∏
l∈G

Cxl,yl ≤ |C|
m
∞ (2m− 1)!!
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where |v|∞ := maxj |vj | and |C|∞ := maxjk |Cjk|. Hence

|S(v)| ≤ 1 +
∞∑
m=1

(2m−1)!!
(2m)! |v|

2m
∞ |C|m∞

∑
∑
j nj=2m

(2m)!∏
j nj !

= 1 +
∞∑
m=1

(
|v|2∞|C|∞N2

2

)m 1

m!
= e

|v|2∞|C|∞N2

2 <∞,

where we used
(2m− 1)!!

(2m)!
=

1

2mm!
,

∑
∑N
j=1 nj=2m

(2m)!∏
j nj !

= N2m.

It follows that the function is real analytic on RN and hence µ̂C(v) is determined by the Taylor
series in v = 0.

This characterization can be extended to infinite dimensional spaces as follows.
The covariance C = A−1 with A ∈ RN×N is replaced by C = A−1 where A : D(A) → H is a
positive self-adjoint (unbounded ) operator defined on a subset D(A) of a Hilbert space H, with
0 ∈ ρ(A). To make sense of the formal expression

ˆ
X
dµC(φ)

n∏
j=1

φ(xj)

we replace H with H∞ = ∩∞n=−∞D(A+ I)n, the test point xj with a test function ξj ∈ H∞ and
the function φ with an element in the dual space φ ∈ H∗

∞. To define all this properly we need
the notion of nuclear space. The measure is then defined on H∗

∞ and the covariance is now a
bilinear form C : H∞ ×H∞ → R defined via

C(φ,ψ) := (φ,Cψ)H.

For the proper construction and definitions see the book by Glimm and Jaffe Quantum Physics,
a functional integral point of view.

Definition 1.13. A measure on H∗
∞ is Gaussian with mean zero and covariance C is ∀ξ1, . . . , ξn ∈

H∞ test functions we have

ˆ
dµC(φ)

n∏
j=1

φ(ξj) =


1 ifn = 0
0 ifn odd∑

G(2m)

∏
l∈G(ξxl , Cξyl) ifn = 2m even

Theorem 1.14. There is a unique Gaussian measure on H∗
∞ with mean 0 and covariance C

Proof. See Glimm-Jaffe.

This construction is not easily generalizable to complex covariances.
[4: 22.10.2024]
[5: 25.10.2024]
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2 Grassmann variables

2.1 Definition

Definition 2.1. A Grassmann algebra is a real (or complex) unital algebra whose generators
anticommute. More precisely let V be a finite dimensional K−vector space with K = R or C.
We introduce the antisymmetric tensor product

Λ : V × V → V ⊗as V
(v, w) 7→ v ∧ w = v w.

(2.1)

This (Grassmann) product is bilinear associative and anticommuting i.e.

v w = − w v and v v = v2 = 0 ∀v, w ∈ V.

The Grassmann algebra (also called exterior or Z2−graded algebra) on K generated by V is the
associative algebra with unit defined by

GK[V] :=
dimV⊕
n=0

ΛnV, with (2.2)

Λ0V := K, Λ1V := V, ΛnV := V ⊗as V ⊗as . . .⊗as V︸ ︷︷ ︸
n times

, n ≥ 2. (2.3)

We define

GevenK [V] :=
⊕

0≤n≤dimV
n even

ΛnV, GoddK [V] :=
⊕

0≤n≤dimV
n odd

ΛnV (2.4)

its even and its odd subspace, respectively.
In particular, K = Λ0V ⊂ GevenK [V] and V = Λ1V ⊂ GoddK [V].

Elements in GevenK [V] are called even or Bosonic variables.

Elements in GoddK [V] are called odd or Fermionic or Grassmann variables.

If {ψ1, . . . , ψN} is a basis for the K−vector space V, we write GK[V] = GK[ψ1, . . . , ψN ].

Examples
1. Set N = 1 and V = span{ψ1}. Then G = Λ0V

⊕
Λ1V, Geven = Λ0V = K, Godd = Λ1V = V.

Note that ΛnV = {0} ∀n ≥ 2 since ψ2
1 = 0.

2. Set N = 2 and V = span{ψ1, ψ2}. Then G = Λ0V
⊕

Λ1V
⊕

Λ2V, Geven = Λ0V
⊕

Λ2V,
Godd = Λ1V = V.

Note that ΛnV = {0} ∀n ≥ 3 since ψ1ψ2ψ1 = 0 = ψ1ψ2ψ2. Moreover

v ∈ Geven ⇔ v = x+ aψ1ψ2, x, a ∈ K
v ∈ Godd ⇔ v = a1ψ1 + a2ψ2, a1, a2 ∈ K.

The next result extends this to general N.
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Proposition 2.2. Let {ψ1, . . . , ψN} be a basis for the K−vector space V. Set G = GK[V], and
IN = {1, 2, . . . , N}. Later IN will be replaced by a finite subset of Zd.
For each I ⊂ IN we choose some ordering <I and define

ψI =
∏
i∈I

ψi

where the product is performed according to the ordering. It holds

(i) For all permutation σ ∈ P|I| we have

ψI = ϵσ
∏
i∈σ(I)

ψσ(i),

where ϵσ is the sign of the permutation and the last product is performed in the permuted
order.

(ii) v ∈ G admits a unique decomposition

v =
∑
I⊂In

vIψI

where vI ∈ K is an antisymmetric tensor vI = (vi1,...,vi|I|).

Every element v ∈ Geven (resp Godd) admits a unique decomposition

v =
∑

I⊂In, |I|even

vIψI , resp v =
∑

I⊂In, |I|odd

vIψI .

(iii) v, w ∈ Godd ⇒ vw ∈ Geven and vw = −wv. In particular v2 = 0 ∀v ∈ Godd.
Note that Godd is not a subalgebra.

(iv) v, w ∈ Geven ⇒ vw ∈ Geven and vw = wv.

In particular Geven is a subalgebra.

(v) v ∈ Geven w ∈ Godd⇒ vw ∈ Godd and vw = wv.

(vi) v ∈ Geven admits the unique decomposition

v = x+ n, where x ∈ Λ0V = K, n ∈
⊕
n≥1

Λ2nV. (2.5)

In particular n is nilponent i.e. ∃k ≤ N
2 st nk ̸= 0 and nk+1 = 0.

Proof. Use the definition of G and the following fact (excercise): for all I, I ′ ⊂ In with |I| = m,
|I ′| = m′ we have

ψIψI
′
= (−1)mm′

ψI
′
ψI .

Definition 2.3. Fix v ∈ Geven and let v = x + n be the unique decomposition introduced in
(2.5). We call x the body and n the soul of v:

body(v) := x soul(v) := n.

We say that v ∈ U ⊂ K if body(v) ∈ U.

Note that an even element is almost a standard real or complex number (it has a domain if
definition and commutes with everything) except for the additional nilpotent part.
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2.2 Functions

Definition 2.4 (Functions I). Every alement v ∈ G can be seen as a function of the basis
elements {ψ1, . . . , ψN}. Every such function is a polynomial of degree at most 1 in each variable:

f(ψ1, . . . , ψN ) =
∑
I⊂In

vIψ
I . (2.6)

Definition 2.5 (Functions II). Every function f ∈ C∞(K,K) can be upgraded to a function
mapping Geven → Geven as follows

f : GevenK [V] → GevenK [V]
v = x+ n 7→ f(x+ n) :=

∑
k≥0

f (k)(x)
k! nk

(2.7)

Remarks
• Since n is nilpotent, the sum above is finite. Precisely, setting N := dimV, we have 2k ≤ N.
Therefore we only need f ∈ C [N/2](K,K).

• The same construction works for f ∈ C [N/2](U,K) for some open set U ⊂ K. In this case we
have to replace GevenK [V] in the domain of the function with

GevenK [V] ∩ U := {v ∈ GevenK | body(v) ∈ U}.

• We have bodyf(v) = f(body(v))

Example 1: the exponential function. Using the definition above we get

ev = ex+n :=
∑
k≥0

ex
nk

k!
.

With this definition we have

ev1ev2 = ev1+v2 ∀v1, v2 ∈ Geven. (2.8)

Note that we could use the Taylor expansion around zero to define ev for v ∈ Godd too. We
would get

ev = 1 + v

since v2 = 0 ∀v ∈ Godd. This definition does not satisfy ev1ev2 = ev1+v2 since ev1ev2 = 1 + v1 +
v2 + v1v2 while ev1+v2 = 1 + v1 + v2.

Example 2: the scalar and matrix inverse function. We define ∀v ∈ Geven with x =
bodyv ̸= 0

v−1 = (x+ n)−1 :=
1

x
+
∑
k≥1

(−1)k 1

xk+1
nk

With this definition we have (exercise) v−1v = vv−1 = 1. Moreover, if n2 = 0 we have

e−n = 1− n = (1 + n)−1.
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Note that an odd element admits no inverse! By contradiction assume v ∈ Godd and let w ∈ G
such that vw = 1. That means vw ∈ Geven with body(vw) = 1 and soul(vw) = 0. To get
vw ∈ Geven we need w ∈ Godd too, hence v, w ∈

⊕
n≥1 Λ

nV. As a result

vw ∈
⊕
n≥2

ΛnV

and therefore body(vw) = 0 which gives a contradiction.
To define the analog in the case of a matrix consider A = A0 + A1 ∈ (Geven)m×m with A0 =
bodyA ∈ Cm×m invertible. We define

A−1 = (1 +A−1
0 A1)

−1A−1
0 :=

∑
k≥0

(−1)k(A−1
0 A1)

kA−1
0 .

With this definition we have (exercise) AA−1 = A−1A = 1.

Example 3: the scalar logarithm. We define ∀v = x+ n ∈ Geven

ln v = ln(x+ n) := lnx−
∑
k≥1

(−1)k

kxk
nk.

With this definition we have (exercise)

e(ln v) = v, ln(v1v2) = ln v1 + ln v2.

In particular, if x = 1,

ln(1 + n) = −
∑
k≥1

(−1)k

k
nk,

and body(ln(1 + n)) = 0.

Example 4: the matrix exponential and logarithm. Let A ∈ Cm×m. Remember that,
there are two ways of defining exponential and logarithm for this matrix.
If A∗ = A, then A = U∗λ̂ U, with U∗U = 1 and λ̂ = diag {λ1, . . . , λm}, λj ∈ R ∀j = 1, . . . ,m. In
this case we define

eA := U∗êλ U, êλ := diag {eλ1 , . . . , eλm}

lnA := U∗ l̂nλU, l̂nλ := diag {lnλ1, . . . , lnλm}.

For general A (not necessarily hermitian), we can use the Taylor expansion

eA :=
∑
j≥0

1

j!
Aj

lnA := −
∑
j≥1

(−1)j

j
(A− 1)j , with ∥A− 1∥ < 1.

For A = A∗ the two definitions above are equivalent (for the log we also need to require ∥A−1∥ <
1). Whenever lnA is well defined we also have

ln detA = tr lnA. (2.9)
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This relation implies in particular tr ln(A1A2) = tr (lnA1 + lnA2) whenever the logarithms are
well defined.

Consider now A = A0 +A1 ∈ (Geven)m×m with A0 = bodyA. We define

eA :=
∑
j≥0

1

j!
Aj =

∑
j≥0

1

j!
(A0 +A1)

j

lnA = ln(A0 +A1) := −
∑
j≥1

(−1)j

j
(A0 +A1 − 1)j with ∥A0 − 1∥ < 1

Since A1 is nilpotent there is some k such that
∏n
l=1A

nl
0 A

n′
l

1 = 0 whenever n′1 + · · · + n′n > k
for any n ≥ 1. Using this fact one can show that the above sums are still convergent (exercise).
Moreover, body(eA) = eA0 , body(ln(A)) = lnA0 and

eln(A) = A.

2.3 Derivative

Lemma 2.6. Fix ψj . An element v ∈ G admits a unique deconposition

v = v1 + ψjv
l
2 = v1 + vr2ψj (2.10)

where v1, v
l
2, v

r
2 ∈ G are independent of ψj .

Proof. exercise

Definition 2.7. Fix ψj .

The left derivative of v ∈ G with respect to ψj is
−→
∂ ψjv := vl2

The right derivative of v ∈ G with respect to ψj is v
←−
∂ ψj := vr2

We will mostly use the left derivative and note is by ∂ instead of
−→
∂ . We will need the right

derivative when defining the Jacobian of a coordinate change.

Lemma 2.8.

(i) (anticommutation property) We have

−→
∂ ψj
−→
∂ ψk = −

−→
∂ ψk
−→
∂ ψj ∀j, k.

In particular
−→
∂ 2
ψj

= 0. The same holds for the right derivative.

(ii) (product rule)

(a) Assume v is homogeneous of degree π(v). Then we have

−→
∂ ψj (vw) = (

−→
∂ ψjv)w + π(v) v (

−→
∂ ψjw)

(b) Assume w is homogeneous of degree π(w). Then we have

(vw)
←−
∂ ψj = v (w

←−
∂ ψj ) + π(w) (v

←−
∂ ψj ) w

26 [May 1, 2025]



Proof.
(i) Let j < k. Each v admits the unique decomposititon v = v1 + ψjv2 + ψkv3 + ψjψkv4, where
vj is independent of both ψj and ψk. We compute

∂ψk∂ψjv = ∂ψk∂ψjψjψkv4 = v4

∂ψj∂ψkv = ∂ψj∂ψkψjψkv4 = −∂ψj∂ψkψkψjv4 = −v4.

(ii) We prove the identity for the left derivative. We have v = v1 + ψjv2 and w = w1 + ψjw2.
Moreover, since v is homogeneous of degree π(v), v1 is homogeneous of degree π(v), and v2 is
homogeneous of degree π(v)− 1.
We compute

vw = v1w1 + ψjv2w1 + v1ψjw2 = v1w1 + ψj(v2w1 + (−1)π(v)v1w2)

Hence

∂ψj (vw) = v2w1 + (−1)π(v)v1w2 = (∂ψjv)w1 + (−1)π(v)v1(∂ψjw)

= (∂ψjv)w + (−1)π(v)v(∂ψjw)−
[
v2ψjw2 + (−1)π(v)ψjv2w2

]
= (∂ψjv)w + (−1)π(v)v(∂ψjw)

where we used
v2ψjw2 = −(−1)π(v)ψjv2w2.

2.4 Integration

To motivate a notion of integral for Grassmann variables consider the following properties of
the standard integral on R1

• The integral is a linear map
´
R dx(f + λg) =

´
R dxf + λ

´
R dxg.

• The integral maps a function into a number.

• The integral of a derivative is zero:
´
R dxf

′ = 0.

Each function of ψj can be written as f(ψj) = f1 + ψjf2. By linearity we get
ˆ
dψjf = (

ˆ
dψj1)f1 + (

ˆ
dψjψj)f2.

Therefore we only need to define
´
dψj1 and

´
dψjψj . The integral of a derivative must be zero

hence we define ˆ
dψj1 := 0.

It remains to fix
´
dψjψj . Two frequently used conventions are

´
dψjψj := 1 and

´
dψjψj :=

1/
√
2π. We will use the first one.

Definition 2.9. For I ⊂ I and f(ψ) ∈ G we defineˆ
dψIf(ψ) := ∂Iψf(ψ) =

∏
j∈I

∂ψjf(ψ).

1This informal motivation for the definition of Grassmann integral is taken from a post on the web page of
Terry Tao.
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Example Consider f := e−aψ1ψ2 with a ∈ C. Since ψ1ψ2 is an even element the exponential
is well defined. We computeˆ

dψ1dψ2e
−aψ1ψ2 = ∂ψ1∂ψ2e

−aψ1ψ2 = ∂ψ1∂ψ2(1− aψ1ψ2) = a.

This result is the analog of the scalar Gaussian integralˆ
C

dφdφ

2π
e−a|φ|

2
=

1

a

which is only true if Rea > 0.
[5: 25.10.2024]
[6: 29.10.2024]

2.5 Grassmann Gaussian integral

Remember the formulas (1.16)(1.17)

ˆ
CN

N∏
j=1

dφjdφj

2π
e−(φ,Aφ) =

1

detA
∀A ∈ CN×N

+ , (2.11)

ˆ
RN

N∏
j=1

dφj√
2π

e−
1
2
(φ,Aφ) =

1√
detA

∀A ∈ CN×N
+,sym (2.12)

The next theorem states the analog results in the case of Grassmann variables.

Theorem 2.10.

(i) Let V := span{ψ1, ψ1, . . . , ψN , ψN} with dimV = 2N . We have

ˆ N∏
j=1

dψjdψj e
−(ψ,Aψ) = detA ∀A ∈ CN×N , (2.13)

where
(ψ,Aψ) :=

∑
jk

ψjAjkψk.

(ii) Let V := span{ψ1, . . . , ψN} with dimV = N. We have

ˆ N∏
j=1

dψj e
−(ψ,Aψ) = PfA ∀A ∈ CN×N

skew i.e. At = −A, (2.14)

where
(ψ,Aψ) :=

∑
jk

ψjAjkψk

and the Pfaffian of the matrix A ∈ CN×N is defined via

PfA :=

{
0 if N odd

2−N/2 1
(N/2)!

∑
σ∈P(N) ε

σAσ(1)σ(2) · · ·Aσ(N−1)σ(N) if N even,
(2.15)

where P(N) is the set of permutations of {1, . . . , N}.
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Remarks
• The variable ψ is not a complex conjugate!

• (ψ,Aψ) :=
∑

jk ψjAjkψk ∈ GevenC [V] hence e−(ψ,Aψ) is well defined and again an element in
GevenC [V]. The same holds for (ψ,Aψ).

• Using the anticommutativity of the ψ variables and At = −A we argue

(ψ,Aψ) :=
∑
jk

ψjAjkψk = 2
∑
j<k

ψjAjkψk.

• Since dψjdψj is homogeneous of even degree the order in the product
∏N
j=1 dψjdψj is irrelevant

dψ1dψ1 dψ2dψ2 = dψ2dψ2 dψ1dψ1.

On the other hand the order in the product
∏N
j=1 dψj is relevant

dψ1dψ2 = −dψ2dψ1.

• While in (2.11) we need ReA > 0 (in particular A is invertible) no condition on A is required
for (2.13).

• While in (2.12) we need ReA > 0 (in particular A is invertible) and At = A, for (2.14) we
require At = −A but no invertibility.

• Formula (2.13) remains true when dimV = 2N+2N ′ withN ′ ≥ 1, {ψ1, ψ1, . . . , ψN , ψN , ξ1, ξ1, . . . , ξN ′ , ξN ′}
is a corresponding basis and the matrix elementAjk ∈ C is replaced withAjk ∈ GevenC [ξ1, ξ1, . . . , ξN ′ , ξN ′ ].
Formula (2.14) remains true when dimV = N +N ′ with N ′ ≥ 1, {ψ1, . . . , , ψN , ξ1, . . . , ξN ′} is a
corresponding basis and the matrix element Ajk ∈ C is replaced with Ajk ∈ GevenC [ξ1, . . . , ξN ′ ].

• We will see later that Pf(A)2 = detA for all skew-symmetric matrix A.

Proof of Theorem 2.10.

(i) Using the definition of exponential we have

e−(ψ,Aψ) =
∑
n≥0

(−1)n

n!
(ψ,Aψ)n.

It holds
(ψ,Aψ)n = 0 ∀n > N,

since (ψ,Aψ) contains at least one ψ variable, we have at most N different ψ and ψ2
j = 0 ∀j.

Therefore ˆ N∏
j=1

dψjdψj e
−(ψ,Aψ) =

N∑
n=0

(−1)n

n!
In,
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where

In :=

ˆ N∏
j=1

dψjdψj (ψ,Aψ)
n =

N∏
j=1

∂ψj
∂ψj (ψ,Aψ)

n.

We have In = 0 ∀0 ≤ n < N since in this case we have N derivatives but only n < N ψ variables.
Therefore ˆ N∏

j=1

dψjdψj e
−(ψ,Aψ) =

(−1)N

N !
IN .

To compute IN note that

(ψ,Aψ)N =

∑
jk

ψjAjkψk

N

=
∑

j1,...,jN

∑
k1,...,kN

ψj1ψk1 · · ·ψjNψkN Aj1k1 · · ·AjNkN

=
∑

σ,τ∈P(N)

N∏
i=1

ψσ(i)ψτ(i)

N∏
i=1

Aσ(i)τ(i)

where we used the fact that, since ψ2
j = ψ

2
j = 0 we cannot have ji = ji′ or ki = ki′ for i ̸= i′.

Claim (exercise) We have

N∏
i=1

ψσ(i)ψτ(i) = ϵσϵτ
N∏
i=1

ψiψi ∀σ, τ ∈ P(N). (2.16)

Inserting all this in IN we get

IN =
N∏
j=1

∂ψj
∂ψj (ψ,Aψ)

N =
N∏
j=1

∂ψj
∂ψj

∑
σ,τ∈P(N)

N∏
i=1

ψσ(i)ψτ(i)

N∏
i=1

Aσ(i)τ(i)

=
N∏
j=1

∂ψj
∂ψj

N∏
i=1

ψiψi
∑

σ,τ∈P(N)

ϵσϵτ
N∏
i=1

Aσ(i)τ(i).

We compute

N∏
j=1

∂ψj
∂ψj

N∏
i=1

ψiψi =

N∏
j=1

[
∂ψj

∂ψjψjψj

]
=

N∏
j=1

[
−∂ψj∂ψjψj ψj

]
= (−1)N

and∑
σ,τ∈P(N)

ϵσϵτ
N∏
i=1

Aσ(i)τ(i) =
∑

σ,τ∈P(N)

ϵτ◦σ
−1

N∏
i=1

Aiτ(σ−1(i)) = N !
∑

τ∈P(N)

ϵτ
N∏
i=1

Aiτ(i) = N ! detA.

Finally ˆ N∏
j=1

dψjdψj e
−(ψ,Aψ) =

(−1)N

N !
IN = detA,

which concludes the proof of (i).

(ii) exercise.
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In the following we will mostly use (2.13).

Lemma 2.11 (moments). Let A ∈ CN×N . Remember that for I, J ⊂ {1, . . . , N} we define

ψI :=
∏
i∈I ψi, ψ

J
:=
∏
j∈J ψj where the product is performed according to the ordering in I, J.

(i) For all I, J ⊂ {1, . . . , N} non empty sets we have

ˆ N∏
j=1

dψjdψj e
−(ψ,Aψ)ψI = 0

ˆ N∏
j=1

dψjdψj e
−(ψ,Aψ)ψ

J
= 0.

Moreover, if |I| ≠ |J | we also have

ˆ N∏
j=1

dψjdψj e
−(ψ,Aψ)ψIψ

J
= 0.

(ii) Assume |I| = |J | = p ≥ 1. Let

I = {i1, . . . , ip}, J = {j1, . . . , jp},

with the ordering i1 < i2 < · · · < ip, j1 < j2 < · · · < jp. We define

ψIψJ := ψi1ψj1 · · ·ψipψjp =
p∏
l=1

ψilψjl .

Moreover we define AJcIc ∈ C(N−p)×(N−p) the matrix obtained by removing from A the
rows corresponding to the indices J and the columns corresponding to the indices I. With
this notation we have

ˆ N∏
j=1

dψjdψj e
−(ψ,Aψ)ψIψJ = (−1)

∑
I+

∑
J detAJcIc , (2.17)

where ∑
I :=

p∑
l=1

il,
∑

J :=

p∑
l=1

jl.

In particular we have, for all i, j ∈ {1, . . . , N}

ˆ N∏
j=1

dψjdψj e
−(ψ,Aψ)ψiψj = (−1)i+j detA{j}c{i}c = Cof(A)ij .

Proof.
(i) The first identity follows from

N∏
j=1

∂ψj
∂ψj (ψ,Aψ)

kψI = 0 ∀k ≥ 0,
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which holds since we have k powers of ψ and k + |I| > k powers of ψ. Similar arguments work
for the other two identities.

(ii) Note that, for any function f(ψ) we have

ψjf(ψ) = ψj [f|ψj=0 + ψj∂ψjf ] = ψjf|ψj=0. (2.18)

Hence

ψIψJe
−(ψ,Aψ) = ψIψJe

−(ψ,Aψ)|ψi=0∀i∈I,ψj=0∀j∈J ,

where
(ψ,Aψ)|ψi=0∀i∈I,ψj=0∀j∈J = (ψ|Jc , AJcIcψ|Ic).

We can reorganize the product of differentials as follows (exercise)

N∏
j=1

dψjdψj = (−1)
∑
I+

∑
JdψJdψI dψJcdψIc

where

dψJdψI =

p∏
l=1

dψjldψil , dψJcdψIc =

N−p∏
l=1

dψjcl
dψicl ,

where in the second product we organized also the elements in Ic, Jc in growing order. Putting
all this together we get

ˆ N∏
j=1

dψjdψj e
−(ψ,Aψ)ψIψJ = (−1)

∑
I+

∑
J

ˆ
dψJdψI (ψIψJ)

ˆ
dψJcdψIce

−(ψ|Jc ,AJcIcψ|Ic )

= (−1)
∑
I+

∑
J detAJcIc

ˆ
dψJdψI (ψIψJ).

Finally we compute

ˆ
dψJdψI (ψIψJ) =

p∏
l=1

∂ψjl
∂ψil

p∏
l=1

(ψilψjl) =

p∏
l=1

[
∂ψjl

∂ψilψilψjl

]
= 1.

This concludes the proof of the lemma.

Definition 2.12. Assume A ∈ CN×N and invertible. Set C := A−1. The normalized Grassmann
Gaussian measure with mean zero and covariance C = A−1 is

dµC(ψ,ψ) :=
1

detA

N∏
j=1

dψjdψj e
−(ψ,Aψ). (2.19)

Note that this is not a true measure!

Theorem 2.13. Assume A ∈ CN×N and invertible. Set C := A−1.

(i) We have

ˆ
dµC(ψ,ψ)1 = 1,

ˆ
dµC(ψ, dψ)ψi =

ˆ
dµC(ψ,ψ)ψj = 0,

ˆ
dµC(ψ,ψ)ψiψj = Cij .
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(ii) (Laplace-Fourier transform)

Let dim(V) = 2N + 2N ′ with N ′ ≥ N. Let {ψ1, ψ1, . . . , ψN , ψN , ξ1, ξ1, . . . ξN ′ , ξN ′} be a
basis for V. For any

η = (η1, . . . , ηN ) ∈ GoddK [ξ1, ξ1, . . . ξN ′ , ξN ′ ]N ,

η̃ = (η̃1, . . . , η̃N ) ∈ GoddK [ξ1, ξ1, . . . ξN ′ , ξN ′ ]N

we define

(ψ, η) :=
N∑
j=1

ψjηj , (η̃, ψ) :=
N∑
j=1

η̃jψj .

With this notationˆ
dµC(ψ,ψ)e

v(ψ,η)ew(η̃,ψ) = evw(η̃,Cη) ∀v, w ∈ C. (2.20)

[6: 29.10.2024]
[7: 05.11.2024]

Proof.
(i) Follows from Lemma 2.11 together with

(−1)i+j
detA{j}c{i}c

detA
= (A−1)ij = Cij .

(ii) One may expand both sides in ξ, ξ (exercise). We will use instead a coordinate change
(later).

2.6 Coordinate changes

Definition 2.14 (generators). Let dimV = N. A set χ1, . . . , χN ∈ GoddK [V] is a set of generators
for G = GK[V] if every element v ∈ G admits a unique decomposition

v =
∑

I⊂{1,...,N}

vI χ
I .

In this case we write GK[V] = GK[χ1, . . . , χN ].

A basis for V is a natural set of generators.

2.6.1 Grassmann translation

To define the translation by an odd element we need to enlarge the algebra. Let {ψ1, . . . , ψN , ξ1, . . . , ξN ′}
be a basis for V. We can generalize the definintion of function as follows.

Definition 2.15 (Functions III). Let {ψ1, . . . , ψN , ξ1, . . . , ξN ′} be basis for V. A function of the
variables {ψ1, . . . , ψN} taking values in GK[V] is any element of the algebra. Every such function
is a polynomial of degree at most 1 in each variable:

f(ψ1, . . . , ψN ) =
∑

I⊂{1,...,N}
I′⊂{1,... .,N ′}

vI,I′ ψ
I ξI

′
. (2.21)

where vI,I′ ∈ K.

33 [May 1, 2025]



Let now α1, . . . , αN ∈ GoddK [ξ1, . . . , ξN ′ ], i.e. αj = αj(ξ) is an odd function of the ξ variables
taking values in GK[ξ1, . . . , ξN ′ ].
We define χj := ψj + αj j = 1, . . . , N. Then {χ1, . . . , χN , ξ1, . . . , ξN ′} is a set of generators for
GK[V] (exercise) but χj ̸∈ V in general.

Under the coordinate change χ = ψ + α(ξ) the function f(ψ) ∈ GK[ψ1, . . . , ψN , ξ1, . . . , ξN ′ ]
transforms as

f(ψ) =
∑

I⊂{1,...,N}
I′⊂{1,... .,N ′}

vI,I′ ψ
I ξI

′ 7→ f̃(χ) := f(χ− α) =
∑

I⊂{1,...,N}
I′⊂{1,... .,N ′}

vI,I′ (χ− α)I ξI
′
.

Proposition 2.16. Let V = span{ψ1, . . . , ψN , ξ1, . . . , ξN ′}, f(ψ) a function taking values in
GK[V], α1, . . . , αN ∈ GoddK [ξ1, . . . , ξN ′ ] and χj := ψj + αj j = 1, . . . , N the corresponding transla-
tion. We have ˆ N∏

j=1

dψj f(ψ) =

ˆ N∏
j=1

dχj f(χ− α).

Proof. Remember that ˆ N∏
j=1

dψj f(ψ) =
N∏
j=1

∂ψj f(ψ)

We perform the derivarives one at a time.

∂ψN f(ψ) = ∂ψN [f0 + ψNf1] = f1

where f0, f1 are independent of ψN . We argue

∂χN f(χ− α) = ∂χN (f0 + (χN − αN )f1) = f1.

The result follows repeating for all j.

As a first application we use this result to prove the second statement in Theorem 2.13.

Proof of Theorem 2.13 (ii). We have

ˆ
dµC(ψ,ψ)e

v(ψ,η)ew(η̃,ψ) =
1

detA

ˆ N∏
j=1

dψjdψj e
−(ψ,Aψ)ev(ψ,η)ew(η̃,ψ).

We compute

(ψ,Aψ)− v(ψ, η)− w(η̃, ψ) =
(
(ψ − α̃), A(ψ − α)

)
− vw (η̃, A−1η)

where we defined
αj := v(A−1ξ)j , α̃j := w((A−1)tη̃)j .

The result now follows inserting this in the integral and using Lemma 2.16.

Note that, in the proof above α̃j is NOT the complex conjugate of αj . To define more general
coordinate changes we need to introduce the composition of functions.
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2.6.2 Chain rule with Grassmann variables

Proposition 2.17. Let {ψ1, . . . , ψN} be a basis for V.

(i) Let χ1(ψ), . . . , χN (ψ) ∈ GoddK [V], N odd functions of ψ1, . . . , ψN .

Then, for any f(ψ) = f(ψ1, . . . , ψN ) ∈ GK[V], we have

∂ψjf(χ1(ψ), . . . , χN (ψ)) =

N∑
k=1

∂ψjχk(ψ) ∂ψ̃kf(ψ̃)|ψ̃=χ(ψ) (2.22)

(ii) Let g1(ψ), . . . , gp(ψ) ∈ GevenK [V], p even functions of ψ1, . . . , ψN . In particular gj(ψ) admits
the unique decomposition gj(ψ) = xj +nj(ψ) where xj ∈ K and nj(ψ) is an even nilpotent
function of ψ.

Then, for any f ∈ CN (U ;C) with U ⊂ Kp open and 2N ≥ dimV

∂ψjf(g(ψ)) =

p∑
k=1

∂ψjgk(ψ) ∂zkf(z)|z=g(ψ) (2.23)

Proof.
(i) Since every function f(ψ) can be written as

f(ψ) =
∑

I⊂{1,...,N}

vIψ
I

it is sufficient to consider the case f = ψI =
∏p
l=1 ψil with i1 < i2 < · · · < ip. We argue by

induction on p.
For p = 1 we have f(χ(ψ)) = χi1(ψ) and

∂ψjf(χ(ψ)) = ∂ψjχi1(ψ) = ∂ψjχi1(ψ)∂ψ̃i1
ψ̃i1

=

N∑
k=1

∂ψjχk(ψ) ∂ψ̃k ψ̃i1 =

N∑
k=1

∂ψjχk(ψ) ∂ψ̃kf(ψ̃)|ψ̃=χ(ψ),

where we used ∂ψ̃k ψ̃i1 = δk,i1 . Assume the statement is true for p ≥ 1 and consider f(ψ) =∏p+1
l=1 ψil . We can write f as a product of two functions

f(ψ) = f1(ψ)f2(ψ), f1(ψ) := ψi1 , f2(ψ) :=

p+1∏
l=2

ψil .

We argue now, using Lemma 2.8 and the fact that χi1 is odd,

∂ψjf(χ(ψ)) = ∂ψj (f1f2) = ∂ψj

(
χi1(ψ)f2(χ(ψ))

)
=
(
∂ψjχi1(ψ)

)
f2(χ(ψ))− χi1(ψ)∂ψjf2(χ(ψ)).

Using ∂ψ̃kf1(ψ̃) = ∂ψ̃k ψ̃i1 = δk,i1 , we write

∂ψjχi1(ψ) = ∂ψjχi1(ψ) =
N∑
k=1

∂ψjχk(ψ) ∂ψ̃kf1(ψ̃)|ψ̃=χ(ψ).
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The induction hypothesis gives

∂ψjf2(χ(ψ)) =
N∑
k=1

∂ψjχk(ψ) ∂ψ̃kf2(ψ̃)|ψ̃=χ(ψ).

Inserting this above and using that ∂ψjχk(ψ) is even we obtain

∂ψjf(χ(ψ)) = ∂ψj (f1f2) =
N∑
k=1

∂ψjχk(ψ)
[
(∂ψ̃kf1(ψ̃)) f2(ψ̃)− f1(ψ̃) (∂ψ̃kf2(ψ̃))

]
|ψ̃=χ(ψ)

=

N∑
k=1

∂ψjχk(ψ) ∂ψ̃k(f1f2)|ψ̃=χ(ψ),

which concludes the proof of (i).

(ii) Using the definition 2.5 we write

f(g(ψ)) = f(x1 + n1, . . . , xp + np) =
∑

q1,...qN≥0

f (q1,...qN )(x)

q1! · · · qN !
nq11 · · ·n

qN
N .

In the case p = 1 we compute

∂ψjf(g(ψ)) = ∂ψj
∑
q≥0

f (q)(x)

q!
n(ψ)(q) =

∑
q≥0

f (q)(x)

q!
∂ψjn(ψ)

q.

We argue, using Lemma 2.8 and the fact that n(ψ) is even,

∂ψjn
q = q (∂ψjn) n

q−1 = q (∂ψjg(ψ)) n
q−1,

where in the last step we used ∂ψjg(ψ) = ∂ψj (x+ n(ψ)) = ∂ψjn. Hence

∂ψjf(g(ψ)) = (∂ψjg(ψ))
∑
q≥1

f (q)(x)

(q − 1)!
nq−1 = (∂ψjg(ψ))

∑
q≥0

(f ′)(q)(x)

q!
nq = (∂ψjg(ψ)) f

′(x+ n).

The case of general p works in the same way (exercise).

2.6.3 Linear transformation of Grassmann variables

Let {ψ1, . . . , ψN , ξ1, . . . , ξN ′} be a basis for V. We consider the Grassmann algebra GK[V].
Let Q ∈ GevenK [ξ1, . . . , ξN ′ ]N×N such that body(Q) = {body(Qij)}Ni,j=1 ∈ KN×N is invertible.

Then χ := Qψ is an invertible linear transformation of ψ. In particular χj ∈ GoddK [V] ∀j and
{χ1, . . . , χN , ξ1, . . . , ξN ′} is a set of generators for GK[V] (exercise).

Proposition 2.18. Let {ψ1, . . . , ψN , ξ1, . . . , ξN ′} be a basis for V. We consider the Grassmann
algebra GK[V]. Let Q ∈ GevenK [ξ1, . . . , ξN ′ ]N×N such that body(Q) is invertible and set χ(ψ) :=
Qψ.
For any function f = f(χ) = f(χ1, . . . , χN ) ∈ GK[V] we have

ˆ N∏
j=1

dχj f(χ) =
1

detQ

ˆ N∏
j=1

dψj f(Qψ).
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Remark Note that in the case of N real variables x = x1, . . . , xN we have

ˆ
RN

N∏
j=1

dxj f(x) = detQ

ˆ
RN

N∏
j=1

dyj f(Qy).

In the Grassmann case we have instead of 1
detQ detQ. This is due to the fact integrating in a

Grassmann variables is the same as deriving in the variable.

Proof. Remember

ˆ N∏
j=1

dψj f(Qψ) =

N∏
j=1

∂ψj f(Qψ) =

N∏
j=1

∂ψj f(χ(ψ))

where we defined χj(ψ) := (Qψ)j . Using Prop. 2.17 we argue

∂ψN f(χ(ψ)) =
∑
k

(∂ψNχk(ψ))∂χkf(χ)|χ(ψ) =
∑
k

QkN∂χkf(χ)|χ(ψ),

where we used ∂ψNχk(ψ) = ∂ψN (Qψ)k = QkN . Repeting for each derivative we get

N∏
j=1

∂ψj f(Qψ) =
∑

k1,...,kN

Qk11 · · ·QkNN∂χk1 · · · ∂χkN f(χ)|χ=Qψ

=
∑

σ∈P(N)

N∏
j=1

Qσ(j),j

N∏
j=1

∂χσ(j)f(χ)

=
∑

σ∈P(N)

εσ
N∏
j=1

Qσ(j),j

N∏
j=1

∂χjf(χ) = detQ

ˆ N∏
j=1

dχj f(χ)

where in the second line we removed the information χ = Qψ since the result of N derivatives
in χ is independent of χ. This concludes the proof.

[7: 05.11.2024]
[8: 07.11.2024]

2.6.4 Translations by even elements

Definition 2.19. Let U ⊂ Rk be an open subset and n = (n1, . . . nk) with nj ∈ GevenR [V] \ R ∀j
a nilpotent even element for all j. We define

U + n := {v = (v1, . . . vk) ∈ (Geven)k| vj = xj + nj , x = (x1, . . . , xk) ∈ U}.

For any function f ∈ CN (U ;K) with 2N ≥ dimV, and f (q1,...,qk) ∈ L1(U) ∀
∑

j qj ≤ N, we
define ˆ

U+n
dvf(v) :=

ˆ
U
dx f(x+ n) =

∑
q1,...qN

∏
j n

qj
j∏

j qj !

ˆ
U
dx f (q1,...,qk)(x)

where the sum is automatically restricted to
∑

j qj ≤ N since
∏
j n

qj
j = 0 otherwise.

37 [May 1, 2025]



Proposition 2.20. Let U ⊂ Rk be an open ans bounded subset with smooth boundary and
n = (n1, . . . nk) with nj ∈ GevenR [V] \ R ∀j a nilpotent even element for all j. Let kj ≥ 0 the

unique integer such that n
kj
j ̸= 0 and n

kj+1
j = 0. Let f ∈ CN (U) with N ≥ k :=

∑
j kj .

If in addition f
(q1,...,qk)
∂U = 0 for all 0 ≤ qj ≤ kj then

ˆ
U+n

dvf(v) =

ˆ
U
dxf(x).

The same result holds for unbounded domain as long as the function and all the relevant deriva-
tives are integrable and vanish at infinity.

Proof. Apply Gauss theorem and the fact that the function and enough derivatives vanish on
the boundary of U.

Application: Fourier/Laplace transform of a real/complex Gaussian measure

Theorem 2.21.

(i) Assume A ∈ CN×N
+,sym and set C := A−1. Then, for all v ∈ GevenC [V]N we have

ˆ
RN

dµC(φ)e
(φ,v) = e

1
2
(v,C,v).

(ii) Assume A ∈ CN×N
+ and set C := A−1. Then, for all v, w ∈ GevenC [V]N we have

ˆ
CN

dµC(φ,φ)e
(φ,v)+(w,φ) = e(w,C,v).

Proof.
(i) Since vj ∈ GevenC [V] ∀j we have (φ, v) =

∑N
j=1 φjvj ∈ GevenC [V] and hence e(φ,v) ∈ GevenC [V].

Each vj admits the unique decomposition vj = xj + nj with xj ∈ C and nj nilpotent. Hence

(φ, v) = (φ, x) + (φ, n).

Inserting this in the integral we get

ˆ
RN

dµC(φ)e
(φ,v) =

√
detA

ˆ
RN

N∏
j=1

dφj F (φ) e
(φ,n),

with
F (φ) := e−

1
2
(φ,Aφ) e(φ,x).

We argue, by completing the square,

F (φ) e(φ,x) = e−
1
2
((φ−A−1n),A(φ−A−1n))e

1
2
(n,Cn)e((φ−A

−1n),x)e(n,Cx) = F (φ−A−1n)e
1
2
(n,Cn)+(n,Cx).

Inserting this in the integral above we obtain
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ˆ
RN

dµC(φ)e
(φ,v) = e

1
2
(n,Cn)+(n,Cx)

√
detA

ˆ
RN

N∏
j=1

dφj F (φ−A−1n)

= e
1
2
(n,Cn)+(n,Cx)

√
detA

ˆ
RN

N∏
j=1

dφj F (φ)

= e
1
2
(n,Cn)+(n,Cx)

ˆ
RN

dµC(φ)e
(φ,x) = e

1
2
(n,Cn)+(n,Cx)+ 1

2
(x,Cx) = e

1
2
(v,Cv)

where in the second line we used Prop. 2.20. This is applicable since −A−1n is even and F
together with all its derivatives is integrable and vanishes at infinity.

(ii) reformulate the integral in terms of real and imaginary part of φ and argue as in (i).

2.6.5 Fubini

Proposition 2.22. Let {ψ1, .., ψN} be a family of generators for the Grassmann algebra GK[V]
and f(ψ) =

∑
I⊂{1,...,N} vIψ

I a function. Let U ⊂ Rk and assume vI ∈ L1(U ;K) for all
I ⊂ {1, . . . , N}. We write f = f(ψ, x). Then, for all J ⊂ {1, . . . , N} we haveˆ ∏

j∈J
dψj

ˆ
U
dx f(ψ, x) =

ˆ
U
dx

ˆ ∏
j∈J

dψj f(ψ, x).

Proof. The result follows from∏
j∈J

∂ψj

ˆ
U
dx (vI(x)ψ

I) =

(ˆ
U
dx vI(x)

)∏
j∈J

∂ψjψ
I .

2.7 Average of the determinant for GUE

We consider the measure on CN×N
+

N∏
j=1

dHjje
−N

2
H2
jj

N∏
i<j=1

dH ijdHije
−NHijHij = dH e−

N
2
TrH2

where dH :=
∏N
j=1 dHjj

∏N
i<j=1 dH ijdHij . We will use the notation

⟨f⟩N :=
1

Z

ˆ
CN×N
herm

dH e−
N
2
TrH2

f(H)

where Z :=
´
CN×N
herm

dH e−
N
2
TrH2

is the constant normalizing the measure. We have seen in

Lemma 1.11 that, for all z ∈ C+ we have

⟨ 1

det(z −H)
⟩N =

√
N√
2π

ˆ
R
da e−N

a2

2
1

(z − a)N
.

We will use now the Grassmann calculus to prove a dual formula for the average of the deter-
minant.
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Lemma 2.23. For all z ∈ C it holds

⟨det(z −H)⟩N =

√
N√
2π

ˆ
R
db e−N

b2

2 (z − ib)N .

Proof. Using Theorem 2.10 we write

det(z −H) =

ˆ N∏
j=1

dψjdψj e
−(ψ,(z−H)ψ),

hence

⟨det(z −H)⟩N =
1

Z

ˆ
CN×N
herm

dH

ˆ N∏
j=1

dψjdψj e
−N

2
TrH2

e−(ψ,(z−H)ψ)

=
1

Z

ˆ
CN×N
herm

dH

ˆ N∏
j=1

dψjdψj f(ψ,H),

where

f(ψ,H) = e−
N
2
TrH2

e−(ψ,(z−H)ψ) =
∑

I,I⊂{1,...,N}

vI,I(H)ψIψ
I
.

Each function vI,I(H) has the form Pol(H, z)e−
N
2
TrH2

, where Pol(H, z) is a polynome in the

matrix entries and z. Hence vI,I ∈ L1(CN×N
herm ) and, by Prop 2.22, we can exchange the integration

order. We otain

⟨det(z −H)⟩N =

ˆ N∏
j=1

dψjdψje
−z(ψ,ψ)⟨e(ψ,Hψ)⟩N .

We compute, using Theorem 2.21,

⟨e(ψ,Hψ)⟩N =
1

Z

∏
j

ˆ
R
dHjj e

−N
2
H2
jjeHjjψjψj

∏
j<k

ˆ
C
dHjkdHjk e

−N |Hjk|2e(Hjkψjψk+Hjkψkψj)

=
∏
j

e
1

2N
(ψjψj)

2
∏
j<k

e
1
N
(ψjψk)(ψkψj) = e

1
2N

∑
jk(ψjψk)(ψkψj).

Using (ψjψk)(ψkψj) = −(ψjψj)(ψkψk) and Theorem 2.21 we reorganize the quartic term as
follows

e
1

2N

∑
jk(ψjψk)(ψkψj) = e−

1
2N

[
∑
j(ψjψj)]

2

=

√
N√
2π

ˆ
R
db e−

N
2
b2eib[

∑
j(ψjψj)].

Inserting this above we get

⟨det(z −H)⟩N =

ˆ N∏
j=1

dψjdψje
−z(ψ,ψ)

√
N√
2π

ˆ
R
db e−

N
2
b2eib[

∑
j(ψjψj)]

=

√
N√
2π

ˆ N∏
j=1

dψjdψj

ˆ
R
db f(ψ, b),

where

f(ψ, b) = e−z(ψ,ψ)e−
N
2
b2eib[

∑
j(ψjψj)] =

∑
I,I⊂{1,...,N}

vI,I(b)ψ
Iψ

I
,
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with
vI,I(b) = e−

N
2
b2Pol(b, z) ∈ L1(R) ∀I ⊂ {1, . . . , N}.

Hence, by Prop 2.22, we can exchange the integration order. We obtain

⟨det(z −H)⟩N =

√
N√
2π

ˆ
R
db e−

N
2
b2
ˆ N∏

j=1

dψjdψje
−(z−ib)(ψ,ψ) =

√
N√
2π

ˆ
R
db e−

N
2
b2(z − ib)N .

This completes the proof.

Proposition 2.24. For all z = E + iε, with E ∈ R and ε > 0 it holds

⟨(E + iε−H)−1
xy ⟩N =

(−i)
ˆ
CN

[dφdφ]N
ˆ
[dψdψ]N φxφye

iz
∑N
j=1(φjφj+ψjψj)e−

1
2N

∑N
jk=1(φjφk+ψjψk)(φkφj+ψkψj),

where we defined

[dφdφ]N :=
N∏
j=1

dφjdφj

2π
, [dψdψ]N :=

N∏
j=1

ψjdψj .

Proof. We argue, since ReA := −i(z −H) = ε > 0

(E + iε−H)−1
xy = (−i)A−1

xy = (−i) detA
ˆ
CN

[dφdφ]N φxφy e
−(φ,Aφ)

= (−i)
ˆ
CN

[dφdφ]N
ˆ
[dψdψ]N φxφye

−(φ,Aφ)e−(ψ,Aψ)

= (−i)
ˆ
CN

[dφdφ]N
ˆ
[dψdψ]N φxφye

iz
∑N
j=1(φjφj+ψjψj)

·
∏
j

e−
1

2N
Hjj(φjφj+ψjψj),

∏
j<k

e−
1
N

(
Hjk(φjφk+ψjψk)+Hjk(φkφj+ψkψj)

)
Inserting this in the average and exchanging the integrals (argue as in previous lemma) we obtain
the result.

[8: 07.11.2024]
[9: 12.11.2024]

2.8 Average of the resolvent for random Schrödinger with Cauchy distribu-
tion

Fubini does not always apply. As an example consider the matrix H ∈ RN×N
sym of the form

H = T + λV

where T ∈ RN×N
sym is a deterministic matrix, V = diag (λ1, . . . , λN ) is a diagonal matrix with

random diagonal entries and λ > 0 is a parameter. When {1, . . . , N} is replaced by Λ ⊂⊂ Zd
and T by −∆ with ∆ = the lattice Laplacian this is called discrete random Schrödinger operator,
or Anderson model.
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In the following we assume the random variables V1, . . . , VN are independent identically dis-
tributed with probability measure absolutely contibuous with respect to Lebesgue i.e.

dρ(V ) =
N∏
j=1

dVjρ(Vj),

where ρ ∈ L1(R; [0,∞)) and
´
R dxρ(x) = 1.

We denote by ⟨f(V )⟩V =
´
RN dρ(V )f(V ) the corresponding average.

Theorem 2.25. Assume ρ(x) = 1
π

1
1+x2

(Cauchy distribution).
For all z ∈ C+ the following identities hold.

(i) ⟨ 1
det(z−H)⟩V = 1

det(z+iλ−T ) ,

(ii) ⟨(z −H)−1
xy ⟩V = (z + iλ− T )−1

xy .

In particular, setting z = E + iε the limits ε→ 0+ are well defined

lim
ε→0+

⟨ 1

det(z −H)
⟩V =

1

det(E + iλ− T )
, lim

ε→0+
⟨(z −H)−1

xy ⟩V = (E + iλ− T )−1
xy .

Remark 1 The integrals above are well defined for all ε > 0. Indeed z ∈ C+ ⇒ z = E + iε
with ε > 0. Since the eigenvalues of H are all real we have

1

| det(E + iε−H)|
≤ ε−N .

Moreover, using Cauchy-Schwartz and ∥ex∥ = ∥ey∥ = 1,

|(z −H)−1
xy | = |(δx, (z −H)−1δy)| ≤ ((z −H)−1δy, (z −H)−1δy)

1
2 = (δy, ((E −H)2 + ε2)−1δy)

1
2 .

Since (E −H)2 = (E −H)∗(E −H) ≥ 0 as a quadratic form we conlcude (E −H)2 + ε2 ≥ ε2

and hence

|(z −H)−1
xy | ≤ (δy,

1

ε2
δy)

1
2 =

1

ε
.

Remark 2 Instead of reformulating the averages above as a new integral we obtain exact
formulas, hence the oservables det(z − H)−1 and (z − H)−1

xy are called integrable. Note that
there is no exact formula for ⟨|(z − H)−1

xy |2⟩V . This average gives information on the spectral
type of H in the limit N →∞.

Facts on the Cauchy distribution

• Normalization: 1
π

´
R dx

1
1+x2

= 1
π arctanx|

∞
−∞ = 1.

• Moments: the integral 1
π

´
R dx

|x|α
1+x2

is finite for all 0 < α < 1 and diverges for all α ≥ 1.
In particular the first moment is not well defined.

• The Laplace transform is not well defined.
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• Fourier transform: ρ̂(t) := 1
π

´
R dx

1
1+x2

eitx = e−|t| ∀t ∈ R. This function satisfies ρ̂ ∈
C∞(R \ {0}).

Proof The function (z2 + 1)−1eitz is holomorphic on C \ {i,−i}, therefore we use contour
deformation. For all t ∈ R we have

ρ̂(t) =
1

π

ˆ
R
dx

1

1 + x2
eitx = lim

R→∞

1

π

ˆ R

−R
dx

1

1 + x2
eitx.

Assume now t > 0 and consider the contour γR = [−R,R] ∪ CR where CR = γ[0, π] with
θ 7→ γ(θ) := Reiθ. For R > 1 we have, using the Cauchy formula,

‰
γR

eitz

1 + z2
=

‰
γR

f(z)

z − i
= e−t,

where f(z) := eitz(z + i)−1. Finally∣∣∣∣ˆ
CR

eitz

1 + z2

∣∣∣∣ ≤ R

R2 − 1

ˆ π

0
dθ e−tR sin θ ≤ πR

R2 − 1
→R→∞ 0.

For t < 0 we repeat the argument with γR = [−R,R] ∪ CR where CR = γ[0, π] with
θ 7→ γ(θ) := Re−iθ.

• Extension to the even Grassmann subalgebra: since ρ̂ ∈ C∞(R \ {0}) we can define ρ̂(v)
∀v ∈ GevenR [V] such that body(v) ̸= 0. In particular, for all v = t+ n with t ∈ R \ {0} and
n2 = 0 we have

ρ̂(t+ n) = ρ̂(t) + ρ̂′(t)n.

Remark 3 Since det(z−H) is a polynome in V1, . . . VN the corresponding average is not well
defined.

Proof of Theorem 2.25.
(i) z ∈ C+ ⇒ z = E + iε with ε > 0. Set A := −i(z −H). We compute

1
det(E+iε−H) =

(−i)N
detA = (−i)N

ˆ
CN

[dφdφ]N e−(φ,Aφ) = (−i)N
ˆ
CN

[dφdφ]N ei(φ,(z−T )φ)
N∏
j=1

e−iVjλ|φj |
2
.

Inserting this in the average we obtain

⟨ 1
det(z−H)⟩V = (−i)N 1

πN

ˆ
RN

∏
j

dVj

ˆ
CN

[dφdφ]N F (φ, V ),

with

F (φ, V ) = ei(φ,(z−T )φ)
∏
j

(
1

1+V 2
j
e−iVjλ|φj |

2

)
.

The corresponding absolute value is

|F (φ, V )| =
∏
j

(
e−ε|φj |

2 1
1+V 2

j

)
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and is integrable both in V and φ. Therefore we can exchange the integrals and obtain

⟨ 1
det(z−H)⟩V = (−i)N

ˆ
CN

[dφdφ]N i(φ,(z−T )φ)
∏
j

ρ̂(λ|φj |2)

= (−i)N
ˆ
CN

[dφdφ]N i(φ,(z−T )φ)
∏
j

e−λ|φj |
2
= (−i)N

ˆ
CN

[dφdφ]N i(φ,(z+iλ−T )φ)

= (−i)N
det−i(z+iλ−T ) =

1
det(z+iλ−T )

where in the second line we used |λ|φj |2| = λ|φj |2 since λ > 0. This concludes the proof of (i).
(ii) We argue as above

(E + iε−H)−1
xy = (−i)A−1

xy = (−i) detA
ˆ
CN

[dφdφ]N φxφye
−(φ,Aφ)

= (−i)
ˆ
CN

[dφdφ]N
ˆ

[dψdψ]N φxφye
−(φ,Aφ)−(ψ,Aψ)

= (−i)
ˆ
CN

[dφdφ]N
ˆ

[dψdψ]N φxφye
i(φ,(z−t)φ)+i(ψ,(z−t)ψ)

∏
j

eiVjλ(φjφj+ψjψj).

Inserting this in the average we obtain

⟨(E + iε−H)−1
xy ⟩V = (−i) 1

πN

ˆ
RN

∏
j

dVj

ˆ
CN

[dφdφ]N
ˆ
[dψdψ]N

∑
I,I⊂{1,...,N}

vI,I(φ, V )ψIψ
I

with

vI,I(φ, V ) = ei(φ,(z−T )φ)
∏
j

(
1

1+V 2
j
e−iVjλ|φj |

2

)
PolI,I(V ),

where PolI,I(V ) is a polynome of degree one in each variable V1, . . . , VN . The absolute value is

|vI,I(φ, V )| =
∏
j

(
1

1+V 2
j
e−ε|φj |

2

) ∣∣∣PolI,I(V )
∣∣∣ .

This function is not integrable in V, hence we cannot exchange the integrals. To solve the
problem we introduce a regularization of the V distribution. Note that

e−iVjλψjψj = 1− iVjλψjψj ,

therefore we only need to regularize enough to make the fist moment in each variable finite.
[9: 12.11.2024]

[10: 15.11.2024]

We replace ρ with ρη, η > 0 defined via

ρη(x) := ρ(x)
1

(1 + ηx2)
=

1

π

1

(1 + x2)(1 + ηx2)
.

We have 0 < ρη(x) ≤ ρ(x) ∈ L1 hence, by dominated convergence

lim
η→0

ˆ
R
dx ρη(x)f(x) =

ˆ
R
dx ρ(x)f(x),

for any function such that
´
R dx ρ(x)|f(x)| <∞.
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Facts on ρη

• Normalization:
´
R dx ρη ≤

´
R dx ρ = 1.

• Moments: the integral
´
R dx |x|

α ρη is finite for all 0 < α < 3 and diverges for all α ≥ 3.
In particular the first moment is well defined.

• The Laplace transform is not well defined.

• Fourier transform: for all 0 < η < 1, t ∈ R we have

ρ̂η(t) :=

ˆ
R
dx ρη(x) e

itx =
1

1− η

(
e−|t| − ηe−

1√
η
|t|
)
.

This function satisfies ρ̂η ∈ C∞(R \ {0}).

Proof exercise. Use again contour deformation but note that this time there are four poles.

• Extension to the even Grassmann subalgebra: since ρ̂η ∈ C∞(R \ {0}) we can define ρ̂η(v)
∀v ∈ GevenR [V] such that body(v) ̸= 0. In particular, for all v = t+ n with t ∈ R \ {0} and
n2 = 0 we have

ρ̂η(t+ n) = ρ̂η(t) + ρ̂′η(t)n.

• Bounds on ρ̂η and ρ̂′η(t) : we have

lim
η→0+

ρ̂η(t) = ρ̂(t), lim
η→0+

ρ̂′η(t) = ρ̂′(t) = σ(t) e−|t|

pointwise a.e., where σ(t) is the sign of t. Moreover, for all t ̸= 0 and 0 < η ≪ 1

|ρ̂′(t)| = ρ̂(t) ≤ 1, |ρ̂η(t)| ≤ 2ρ̂η(t) ≤ 2, |ρ̂′η(t)| ≤ 2ρ̂η(t) ≤ 2.

We use now the above facts to complete the proof of (ii). With the notation

⟨f(V1, . . . , VN )⟩η :=
ˆ
RN

∏
j

dρη(Vj) f(V1, . . . , VN )

we have

⟨(E + iε−H)−1
xy ⟩V = lim

η→0+
⟨(E + iε−H)−1

xy ⟩η

= (−i) lim
η→0+

ˆ
CN

[dφdφ]N
ˆ
[dψdψ]N φxφye

i(φ,(z−t)φ)+i(ψ,(z−t)ψ)
∏
j

ρ̂η(λ(φjφj + ψjψj))

= (−i) lim
η→0+

ˆ
CN

[dφdφ]N
ˆ
[dψdψ]N Fη(φ,ψ)

where we used the fact that for all η > 0 we can exhange the integrals. The function Fη(φ,ψ)
can be written as

Fη(φ,ψ) =
∑

I,I⊂{1,...,N}

vη,I,I(φ)ψ
Iψ

I
,
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with vη,I,I(φ) given by

vη,I,I(φ) = ei(φ,(z−T )φ)Pol(z − T )
∑

n1,...,nN=0,1

∏
j

λnj ρ̂
(nj)
η (λ|φj |2).

Using the bounds on ρ̂η and ρ̂′η we obtain

|vη,I,I(φ, V )| ≤ Const(z, T,N, λ)
∏
j

e−ε|φ
2
j |.

Therefore we can bring the limit inside the integral. As a result we get

⟨(E + iε−H)−1
xy ⟩V = (−i)

ˆ
CN

[dφdφ]N
ˆ

[dψdψ]N φxφye
i(φ,(z−t)φ)+i(ψ,(z−t)ψ)

∏
j

ρ̂(λ(φjφj + ψjψj))

= (−i)
ˆ
CN

[dφdφ]N
ˆ

[dψdψ]N φxφye
i(φ,(z−t)φ)+i(ψ,(z−t)ψ)e−λ(φ,φ)−λ(ψ,ψ) = (z + iλ− T )−1

xy .

This concludes the proof of the theorem.

3 Asymptotic analysis of purely bosonic integrals

3.1 Scalar Laplace principle

Proposition 3.1 (Laplace’s principle (I)). Let f, g ∈ C∞(R) be two given functions. Assume

(a) f admits a unique global minimum in x0 and f ′′(x0) > 0,

(b) infx localmin
x ̸=x0

f(x)− f(x0) > 0

(c) ∃N0 > 0 such that
´
R dx e

−N0f(x) <∞ and
´
R dx e

−N0f(x)|g(x)| <∞.

Then for N →∞ we have

(i)
´
R dx e

−Nf(x) = e−Nf(x0)
√
2π√

Nf ′′(x0)

(
1 +O

(
1
N

))
.

(ii) ⟨g⟩ :=
´
R dx e−Nf(x)g(x)´

R dx e−Nf(x)
= g(x0) +

1
2N

[
g′′(x0)
f ′′(x0)

− g′(x0)f (3)(x0)
f ′′(x0)2

− g(x0)f (4)(x0)
4f ′′(x0)2

]
+ o

(
1
N

)
If we have k global minima x1, . . . , xk, under the same assumptions for each minimum, we obtain

(i)′
´
R dx e

−Nf(x) =
∑k

j=1 e
−Nf(xj)

√
2π√

Nf ′′(xj)

(
1 +O

(
1
N

))
,

(ii)′ ⟨g⟩ = 1∑k
j=1

1√
f ′′(xj)

∑k
j=1

1√
f ′′(xj)

(
g(xj) +

1
2N

[
g′′(xj)
f ′′(xj)

− g′(xj)f (3)(xj)
f ′′(xj)2

− g(xj)f
(4)(xj)

4f ′′(xj)2

]
+ o

(
1
N

))

Informal proof of (i) For N ≫ 1 the measure concentrates on a small region near the
minimum point x0 ˆ

R
dx e−Nf(x) ≃

ˆ
|x−x0|<ε

dx e−Nf(x).

For small ε the function is well approximated by its Taylor expansion

f(x) ≃ f(x0) + f ′′(x0)
(x− x0)2

2
.
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Hence
ˆ
R
dx e−Nf(x) ≃

ˆ
|x−x0|<ε

dx e−Nf(x) ≃ e−Nf(x0)
ˆ
|x−x0|<ε

dx e−Nf
′′(x0)

(x−x0)
2

2 .

We claim we can replace above the integral on R
ˆ
R
dx e−Nf(x) ≃ e−Nf(x0)

ˆ
|x−x0|<ε

dx e−Nf
′′(x0)

(x−x0)
2

2 ≃ e−Nf(x0)
ˆ
R
dx e−Nf

′′(x0)
x2

2 = e−Nf(x0)
√
2π√

Nf ′′(x0)
.

Proof.
The integral in (i) is well defined ∀N ≥ N0 since

ˆ
R
dx e−Nf(x) = e−Nf(x0)

ˆ
R
dx e−N(f(x)−f(x0)) ≤ e−Nf(x0)

ˆ
R
dx e−N0(f(x)−f(x0))

= e−(N−N0)f(x0)

ˆ
R
dx e−N0f(x) <∞,

where we used f(x) − f(x0) ≥ 0. The same argument shows that the integrals in (ii) are
well defined ∀N ≥ N0. In the following we can assume f(x0) = 0. If f(x0) ̸= 0 we consider
f̃ := f − f(x0).

(i) We will show the weaker estimate
´
R dx e

−Nf(x) = e−Nf(x0)
√
2π√

Nf ′′(x0)

(
1 + o

(
1

N
1
2

))
.

We define

IN :=

ˆ
R
dx e−Nf(x), c2 := f ′′(x0), I∞ :=

√
2π√
c2

=

ˆ
R
dy e−

c2
2
y2 .

With this notation we need to prove

√
NIN = I∞

(
1 + o(N− 1

2 )
)
. (3.1)

We look for εN such that

• limN→∞ εN = 0,

•
√
N
´
|x−x0|>εN dx e

−Nf(x) = o(N− 1
2 )

•
√
N
´
|x−x0|<εN dx e

−Nf(x) = I∞

(
1 + o(N− 1

2 )
)
.

[10: 15.11.2024]
[11: 19.11.2024]

Region far from the minimum
By (a) and (b), there exists ε0 > 0 such that ∀0 < ε ≤ ϵ0 we have

f(x) = f(x)− f(x0) ≥ min{f(x0 + ε), f(x0 − ε)} ∀|x− x0| ≥ ε. (3.2)

For ε≪ 1 we have

f(x0 ± ε) =
c2
2
(x− x0)2 +O(|x− x0|3) =

c2
2
ε2 +O(ε3) ≥ c2

4
ε2.
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Inserting this bound in the integral and choosing N ≥ 2N0 we get

√
N

ˆ
|x−x0|>εN

dx e−Nf(x) ≤
√
N sup

|x−x0|≥ε
e−

N
2
f(x)

ˆ
|x−x0|>εN

dx e−N0f(x)

≤
√
N sup

|x−x0|>εN
e−

N
2
f(x)

ˆ
R
dx e−N0f(x) = Cf

√
N sup

|x−x0|>εN
e−

N
2
f(x) ≤ Cf

√
Ne−

c2
8
Nε2N

We take

εN :=
N δ

N
1
2

, 0 < δ <
1

2
. (3.3)

Then limN→∞ εN = 0, and

√
N

ˆ
|x−x0|>εN

dx e−Nf(x) ≤ Cf
√
Ne−

c2
8
Nδ

= o(N−α) ∀α > 0.

Region near the minimum: first try
We write

Nf(x) =
c1
2
N(x− x0)2 +RN (x), with RN (x) := Nf(x)− c2

2
N(x− x0)2.

We have, for all |x− x0| ≤ ε,

|RN (x)| ≤ CNε3 = CN− 1
2
+3δ,

where C > 0 is a constant independent of ε and N. To ensure RN is a small correction we require

lim
N→∞

Nε3N = 0.

This holds if we assume δ < 1
6 . With this assumption we argue

√
N

ˆ
|x−x0|<εN

dx e−Nf(x) =
√
N

ˆ
|x−x0|<εN

dx e−
c2
2
N(x−x0)2e−RN (x).

Performing the coordinate change y =
√
N(x− x0) we obtain

√
N

ˆ
|x−x0|<εN

dx e−Nf(x) =

ˆ
|y|<

√
NεN

dy e−
c2
2
y2e−R̃N (y).

Note that limN→∞
√
NεN = ∞ hence the integral is well approximated by the integral on R.

To make this precise we argue
ˆ
|y|<

√
NεN

dy e−
c2
2
y2e−R̃N (y) = Ia + Ib

with

Ia :=

ˆ
|y|<

√
NεN

dy e−
c2
2
y2 = I∞ −

ˆ
|y|>

√
NεN

dy e−
c2
2
y2

Ib :=

ˆ
|y|<

√
NεN

dy e−
c2
2
y2
(
e−R̃N (y) − 1

)
.
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The first integral equals I∞(1 + Err), where the error term Err is bounded by

1

I∞

ˆ
|y|>

√
NεN

dy e−
c2
2
y2 ≤ e−

c2
4
Nε2NConst = e−

c2
4
Nδ
Const = o(N−α) ∀α > 0.

The second integral is bounded by

|Ib| ≤ Const Nε3N = O(N− 1
2
+3δ).

Putting all this together we obtain

√
NIN = I∞

(
1 +O(N− 1

2
+3δ) +O(e−N

δ
)
)
.

There is no choice of δ ensuring RN = o(N− 1
2 ) hence we cannot get anything better than

O(N− 1
2
+3δ) in the correction term above. To obtain a smaller correction we must expand more.

Region near the minimum: correct argument

Setting c3 :=
f ′′′(x0)

3! we can write

Nf(x) =
c2
2
N(x−x0)2+c3N(x−x0)3+RN (x), withRN (x) := Nf(x)−c2

2
N(x−x0)2−c3N(x−x0)3.

We have, for all |x− x0| ≤ ε,

|RN (x)| ≤ CNε4 = CN−1+4δ,

where C > 0 is a constant independent of ε and N. To ensure RN is o(N− 1
2 ) we need −1+4δ <

−1
2 . This holds for δ <

1
8 .

We argue

√
N

ˆ
|x−x0|<εN

dx e−Nf(x) =
√
N

ˆ
|x−x0|<εN

dx e−
c2
2
N(x−x0)2e−c3N(x−x0)3e−RN (x)

=

ˆ
|y|<

√
NεN

dy e−
c2
2
y2e

−c3 1√
N
y3
e−R̃N (y) = Ia + Ib

where

Ia =

ˆ
|y|<

√
NεN

dy e−
c2
2
y2e

−c3 1√
N
y3

Ib =

ˆ
|y|<

√
NεN

dy e−
c2
2
y2e

−c3 1√
N
y3
(
e−R̃N (y) − 1

)
.

The second integral is bounded by

|Ib| ≤ K Nε4Ne
CNε3N

ˆ
R
dy e−

c2
2
y2 = K Nε4Ne

CNε3N I∞ = o(N− 1
2 ),

for some constants K,C > 0. To study the first integral we argue as follows.
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Ia =

ˆ
|y|<

√
NεN

dy e−
c2
2
y2 +

ˆ
|y|<

√
NεN

dy e−
c2
2
y2
(
e
−c3 1√

N
y3 − 1

)
=

ˆ
|y|<

√
NεN

dy e−
c2
2
y2 − c3

1√
N

ˆ
|y|<

√
NεN

dy e−
c2
2
y2y3 +O

(
(Nε3N )

2
)

=

ˆ
|y|<

√
NεN

dy e−
c2
2
y2 +O

(
(Nε3N )

2
)

= I∞

(
1 +O(e−N

δ
) + o(N− 1

2 ) +O
(
(Nε3N )

2
))

where in the second line the middle integral vanishes by symmetry and we used in the last line

(Nε3N )
2 = N−1+6δ < N− 1

2 ∀0 < δ <
1

12
.

This shows that the error term is o(N− 1
2 ). To obtain O(N−1) write the explicit terms of the

Taylor expansion up to order 4

f(x) =
c2
2
(x− x0)2 + c3(x− x0)3 + c4(x− x0)5 +O(|x− x0|5),

then expand in the region near the saddle up to order 1/N (exercise).

(ii) Since g(x) = g(x0) + g(x)− g(x0), proving (ii) is equivalent to prove

N⟨(g(x)− g(x0))⟩ =
1

2

[
g′′(x0)

f ′′(x0)
− g′(x0)f

′′′(x0)

f ′′(x0)2

]
+ o (1) .

We will show that√
Nc2
2π

N

ˆ
R
dx [g(x)− g(x0)] e−Nf(x) =

1

2

[
g′′(x0)

f ′′(x0)
− g′(x0)f

′′′(x0)

f ′′(x0)2

]
+ o (1) . (3.4)

Together with √
Nc2
2π

ˆ
R
dx e−Nf(x) = 1 +O

(
1

N

)
,

which holds by (i), this yelds the result. To prove (3.4) we set ε = N δ− 1
2 with 0 < δ < 1 small

enough and distinguish the region far and near the minimum.

Region far from the minimum
As in (i) we estimate√

Nc2
2π

N

ˆ
|x−x0|>εN

dx |g(x)− g(x0)| e−Nf(x) ≤ KN
3
2 e−CN

δ
= o(N−α) ∀α > 0.
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Region near the minimum

√
Nc2
2π

N

ˆ
|x−x0|<εN

dx [g(x)− g(x0)] e−Nf(x) =
√
Nc2
2π

ˆ
|x−x0|<εN

dx

·
[
Ng′(x0)(x− x0) +

g′′(x0)

2
N(x− x0)2 +O(Nε3N )

]
e−

c2
2
N(x−x0)2e−c3N(x−x0)3eO(Nε4N )

=

√
c2
2π

ˆ
|y|<

√
NεN

dy e−
c2
2
y2e

−c3 1√
N
y3
eO(Nε4N )

[√
Ng′(x0)y +

g′′(x0)

2
y2 +O(Nε3N )

]
=

√
c2
2π

ˆ
|y|<

√
NεN

dy e−
c2
2
y2eO(Nε4N )

·
[
1− c3

1√
N
y3 +O

(
(Nε3N )

2
)] [√

Ng′(x0)y +
g′′(x0)

2
y2 +O(Nε3N )

]
=

√
c2
2π

ˆ
|y|<

√
NεN

dy e−
c2
2
y2
[
1 +O(Nε4N )

]
·
[√

Ng′(x0)y +
1

2

(
g′′(x0y

2 − 2c3g
′(x0)y

4
)
+O

(
(Nε3N )(Nε

2
N )
)
+O

(
(Nε3N )

2NεN
)]

=

√
c2
2π

ˆ
R
dy e−

c2
2
y2
[
1

2

(
g′′(x0y

2 − 2c3g
′(x0)y

4
)
+ o(1)

]
,

where we used
´
|y|<

√
NεN

dy e−
c2
2
y2y = 0 by symmetry. Inserting now the values of c2, c3 and

performing the Gaussian integral yelds the result.

[11: 19.11.2024]
[12: 22.11.2024]

3.2 Application 1: mean field Ising model

Consider the model introduced in Section 1.2.5, with n = 1. To each spin configuration σ =
(σ1, . . . , σN ) ∈ {−1, 1}N we associate the weight

µN,h(σ) = e
β
2N

∑N
jk=1 σjσkeh

∑N
j=1 σj ,

where β = 1
T is the inverse temperature and h ∈ R is the magnetic field. The average of a

function f(σ) is defined by

Eh,βN [f ] := 1
ZN (h)

1
2N

∑
σ∈{−1,1}N

µN,h(σ)f(σ),

where
ZN (h) :=

1
2N

∑
σ∈{−1,1}N

µN,h(σ). (3.5)

In particular, the magnetization is defined by

MN (h) =MN (h, β) :=
1
NEh,βN

[∑N

j=1
σj

]
.

51 [May 1, 2025]



Note that when h = 0 µN,0(−σ) = µN,0(σ) and hence MN (0) = 0. This means the spins σj have

no preferred value. Moreover E−h,β
N [f(σ)] = Eh,βN [f(−σ)] hence MN (−h) = −MN (h). We show

now that M(h) > 0 for all h > 0.

MN (h) =
1

NZN (h)
1
2N

∑
σ∈{−1,1}N

µN,h(σ)(
∑

j
σj) =

1
NZN (h)

1
2

1
2N

∑
σ∈{−1,1}N

(
∑

j
σj)(µN,h(σ)− µN,h(−σ))

= 1
NZN (h)

1
2N

∑
σ∈{−1,1}N

e
β
2N

∑N
jk=1 σjσk(

∑
j
σj) sinh

(
h
∑

j
σj

)
.

For h > 0 we have x sinh(xh) > 0 ∀x ∈ R \ {0}. Hence MN (h) > 0. Finally the map h 7→MN (h)
is continuous and hence limh→0MN (h) =MN (0) = 0.

Question 1: does the limit M(h) := limN→∞MN (h) exist?

Question 2: in case the limit exists do we have limh→0M(h) = 0?

The answer to the first question is yes. The answer to the second question depends on the value
of β. This is the content of the next theorem.

Theorem 3.2.

(i) For all β > 0 and h ∈ R the limit M(h) := limN→∞MN (h) exists.

For h = 0 the limit is M(0) = 0.

For h > 0 the limit is
M(h) = tanh (x(h, β)) ,

where x(h, β) is the largest positive solution of

x− h
β

= tanhx.

For h < 0 the limit is M(h) = −M(−h) = − tanh (x(−h, β)) .
The function h 7→M(h) is continuous on R \ {0} and satisfies

lim
β→∞

M(h) = ±1 for h ≷ 0.

(ii) For all 0 < β ≤ 1 the map h 7→M(h) is continuous in 0 i.e. limh→0M(h) =M(0) = 0.

For all 1 < β the map h 7→M(h) is discontinuous in 0

lim
h↓0

M(h) =M+(β) = tanhxβ,

where xβ > 0 is the unique stricly positive solution of

x

β
= tanhx.

Moreover

lim
β→∞

xβ =∞, lim
β→∞

M+(β) = 1

lim
β↓1

xβ = 0, lim
β↓1

M+(β) = 0.
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Remark. For β > 1 the measure µN exhibits spontaneous symmetry breaking as N →∞ since
there are at least two possible limit measures, one favoring positive spins, the other favoring
negative spins.

Proof. We reformulate MN (h) as a dual integral.

MN (h) =
1
NEh,βN

 N∑
j=1

σj

 =
1

N
∂h lnZN (h),

where ZN (h) is the partition function defined in (3.5). We proved in Lemma 1.10 the identity

1
2N

∑
σ∈{−1,1}N

µN,h(σ) =
(

N
2πβ

) 1
2

ˆ
R
dφ e

−N
(

(φ−h)2
2β

−ln I(φ)

)
,

where

I(φ) :=
1

2

∑
σ=±1

eσφ = coshφ.

Therefore

MN (h) = ⟨g⟩N :=

´
R dφ e−Nf(φ)g(φ)´

R dφ e−Nf(φ)
,

with

f(φ) :=
(φ− h)2

2β
− ln coshφ, g(φ) :=

φ− h
β

.

Both functions are smooth andˆ
R
dφ e−Nf(φ) <∞,

ˆ
R
dφ e−Nf(φ)|g(φ)| <∞

hold for all N > 0. To check if we can apply Proposition 3.1 we need to study the minimum
points of f.
We have

f ′(φ) =
φ− h
β
− tanhφ, f ′′(φ) =

1

β
− 1

(coshφ)2
.

Note that f ′′ is independent of h.

Case 1: h = 0. In this case we have f(−φ) = f(φ) while g(−φ) = −g(φ), and hence ⟨g⟩N = 0.
We try to recover this result via Proposition 3.1. We have

0 = f ′(φ) =
φ

β
− tanhφ ⇔ φ

β
= tanhφ.

Comparing the two curves φ
β and tanhφ we see that, if 1

β ≥ 1 there is only one solution φ = 0,

while for 1
β < 1 there are three solutions: φ = 0 and φ = ±xβ with xβ > 0. Using coshφ ≥ 1

we argue

f ′′(φ) ≥ 1

β
− 1.

• For β ≤ 1 we have f ′′(φ) > 0 ∀φ ̸= 0 and hence f has a unique (global) mininum in φ = 0.
Moreover, for 1

β > 1 we have f ′′(0) > 0, hence by Proposition 3.1

⟨g⟩N = g(0) +O(N−1) = O(N−1) for β < 1.
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• In the case β > 1 f has two (global) minimum points in φ = ±xβ and one local maximum in
φ = 0. Therefore we must have

f ′′(±xβ) =
1

β
− 1

(coshxβ)2
≥ 0.

We show that f ′′(xβ) > 0. By contradiction assume f ′′(xβ) = 0. Then

f(x)− f(xβ) = f ′′′(xβ)
(x− xβ)3

3!
+ o(|x− xβ|3).

By direct computation f ′′′(xβ) > 0, hence we would obtain f(x) < f(xβ) for x < xβ, which con-
tradicts the fact that xβ is a minimum point. Therefore f ′′(xβ) = f ′′(−xβ) > 0 and Proposition
3.1 yields

⟨g⟩N = g(xβ) + g(−xβ) +O(N−1) = O(N−1),

since g(xβ) + g(−xβ) = 0.

Case 2: h > 0. We have

0 = f ′(φ) =
φ− h
β
− tanhφ ⇔ φ− h

β
= tanhφ.

• For β ≤ 1 the function f has a unique (global) minimum in φm = x(h, β) > 0. Since f ′′(φ) > 0
except eventually in φ = 0 we also have f ′′(φm) > 0 and hence Proposition 3.1 yields

⟨g⟩N = g(x(h)) +O(N−1) =
x(h, β)− h

β
+O(N−1) = tanhx(h, β) +O(N−1).

This implies that the limit N →∞ is well defined and

M(h) = lim
N→∞

MN (h) = tanhx(h, β).

The function h 7→ x(h, β) is continuous on R and

lim
h↓0

x(h, β) = 0.

hence
lim
h↓0

M(h) = 0.

• For β > 1 there exists a hβ > 0 such that:

for 0 < h < hβ the function f has 3 critical points x−(h) < x0(h) < 0 < x+(h),

for h > hβ the unique critical point is x+(h),

for h = hβ there are two critical point in x−(hβ) < 0 < x+(hβ).

Note that limh↓0 x0(h) = 0, limh↓0 x±(h) = ±xβ, and limh↑hβ x0(h) = limh↑hβ x−(h).

For all h > 0 the function has a unique global minimum in x+(h) plus eventually a local minimum
in x−(h), therefore f

′′(x+(h)) ≥ 0. Arguing as in the case h = 0 we obtain f ′′(x+(h)) > 0, hence
Proposition 3.1 yields

⟨g⟩N = g(x+(h)) +O(N−1) =
x+(h)− h

β
+O(N−1) = tanhx+(h) +O(N−1).
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This implies that the limit N →∞ is well defined and

M(h) = lim
N→∞

MN (h) = tanhx+(h).

The function h 7→ x+(h) is continuous on R \ {0} and

lim
h↓0

x+(h) = xβ > 0, lim
β→∞

x+(h) =∞,

hence
lim
h↓0

M(h) = tanhxβ > 0, lim
β→∞

M(h) = 1.

[12: 22.11.2024]
[13: 25.11.2024]

3.3 Application 2: mean field O(n) model, n ≥ 2

Consider the model introduced in Section 1.2.5, with n ≥ 2. To each spin configuration σ =
(σ1, . . . , σN ) ∈ (Sn−1)N we associate the weight

µN,h(σ) = e
β
2N

∑N
jk=1 σj ·σkeh

∑N
j=1 σj ·ê,

where β = 1
T is the inverse temperature, h ≥ 0 is the intensity of the magnetic field and ê ∈ Sn−1

is the direction of the magnetic field. The average of a function f(σ) is defined by

Eh,βN [f ] := 1
ZN (h)

ˆ
(Sn−1)N

dσ µN,h(σ)f(σ),

where dσ =
∏N
j=1 dσj ,

´
Sn−1 dσj = 1, and

ZN (h) :=

ˆ
(Sn−1)N

dσ µN,h(σ). (3.6)

In particular, the magnetization is defined by

MN (h) =MN (h, β) :=
1
NEh,βN

[∑N

j=1
σj

]
∈ Rn.

By construction |MN (h)| ≤ 1. Note that each spin σj can be decomposed as

σj = σej + σ⊥j

where σ⊥j · ê = 0. The measure satisfies

µN,h(σ
e, σ⊥) = µN,h(σ

e,−σ⊥) ∀h ≥ 0,

hence
MN (h) · ê⊥ = 0,

i.e.
MN (h) = (MN (h) · ê)ê.
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Moreover, for h = 0 we have MN (0) = 0 by the symmetry σ → −σ. We show now MN (h) · ê > 0
for all h > 0. Indeed

MN (h) · ê = 1
NZN (h)

ˆ
(Sn−1)N

dσ µN,h(σ)(
∑

j
σj · ê) = 1

NZN (h)
1
2

ˆ
(Sn−1)N

dσ (
∑

j
σj · ê)(µN,h(σ)− µN,h(−σ))

= 1
NZN (h)

ˆ
(Sn−1)N

dσ e
β
2N

∑N
jk=1 σjσk(

∑
j
σj · ê) sinh

(
h
∑

j
σj · ê

)
.

For h > 0 we have x sinh(xh) > 0 ∀x ∈ R \ {0}. Hence MN (h) · ê > 0. Finally the map
h 7→MN (h) · ê is continuous and hence limh→0MN (h) =MN (0) = 0.

Question 1: does the limit M(h) := limN→∞MN (h) exist?

Question 2: in case the limit exists do we have limh→0M(h) = 0?

As in the case of the Ising model, the answer to the first question is yes. The answer to the
second question depends on the value of β. Before we can state the result we need a multivariable
version of the Laplace principle.

Proposition 3.3 (Laplace’s principle (II)). Let H, g ∈ C∞(Rn;R) be two given functions.
Assume

(a) H admits a unique global minimum in φm and H ′′(φm) > 0 as a quadratic form, where
H ′′(φ) ∈ Rn×n is the hessian matrix defined via H ′′(φ)ij = ∂φi∂φjH(φ).

(b) infφ,localmin
φ̸=φm

H(φ)−H(φm) > 0

(c) ∃N0 > 0 such that
´
Rn dφ e−N0H(φ) <∞ and

´
Rn dφ e−N0H(φ)|g(φ)| <∞.

Then for N →∞ we have

(i)
´
Rn dφ e−NH(φ) = e−NH(φm) (2π)

n
2√

det(NH′′(φm))

(
1 +O

(
1
N

))
.

(ii) ⟨g⟩ :=
´
Rn dφ e−NH(φ)g(φ)´

Rn dφ e−NH(φ) = g(φm) +O
(
1
N

)
If we have k global minima φ1, . . . , φk, under the same assumptions for each minimum, we
obtain

(i)′
´
Rn e

−NH(φ) = e−NHm
∑k

j=1
(2π)

n
2√

det(NH′′(φj))

(
1 +O

(
1
N

))
, where Hm = minφH(φ) = H(φj)

j = 1, . . . , k.

(ii)′ ⟨g⟩ =
∑k
j=1(detH

′′(φj))
− 1

2 g(φj)∑k
j=1(detH

′′(φj))
− 1

2
+O

(
1
N

)
Proof. Works as in the scalar case (exercise)

Theorem 3.4.

(i) For all β > 0 and h ≥ 0 ê ∈ Sn−1 we have

MN (h) · ê = ⟨g⟩φ :=

´
Rn dφ e−NH(φ)g(φ)´

Rn dφ e−NH(φ)
,
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with g(φ) := (φ−h)·ê
β and

H(φ) :=
|φ− hê|2

2β
− F (φ), F (φ) := ln

ˆ
Sn−1

dS eS·φ.

In particular F (φ) = f(|φ|) with

f(r) := ln

ˆ
Sn−1

dS eS1r,

where S1 is the first component of the vector S. In the following we set r = r(φ) = |φ| and

⟨g(S)⟩r :=
´
Sn−1 dS eS1rg(S)´

Sn−1 dS eS1r
,

(ii) For all β > 0 and h ≥ 0 ê ∈ Sn−1 the limit M(h) := limN→∞MN (h) exists.

For h = 0 the limit is M(0) = 0.

For h > 0 the limit is

M(h) = f ′ (r+(h, β)) ê = ⟨S1⟩r+(h,β) ê,

where r+(h, β) > 0 is the unique solution of

u(r) =
h

β
with u(r) :=

1

β
− f ′(r)

r
.

The function h 7→M(h) is continuous on (0,∞). Moreover

• if β ≤ n limh↓0M(h) =M(0) = 0,

• if β > n limh↓0M(h) = f ′(rβ)ê, where rβ > 0 is the unique solution of u(r) = 0.

Remark. For β > n the measure µN exhibits spontaneous symmetry breaking as N → ∞
since there are uncountably many limit measures, one for each direction ê.

Proof. Proof of Theorem 3.4 (i) We have MN (h) · ê = 1
N ∂h lnZN (h). We proved in Lemma 1.10

the identity

ZN (h) =
(

N
2πβ

)n
2

ˆ
Rn
dφ e

−N
(

|φ−hê|2
2β

−F (φ)

)
.

The result follows taking the derivative of this function in h.

To prove the second statement we need some properties of f, which are collected in the next
theorem.

Theorem 3.5. Let f : [0,∞)→ R be defined via f(r) = ln
´
Sn−1 dS eS1r.

The following statements hold:

(i) f ′(r) > 0 ∀r > 0, f ′(0) = 0 and limr→∞ f ′(r) = 1,

(ii) f ′′(r) > 0 ∀r ≥ 0, f ′′(0) = 1
n and limr→∞ f ′′(r) = 0,
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(iii) f ′′′(r) < 0 ∀r > 0,

(iv) 0 < f ′′(r) < 1
n ∀r > 0.

Proof.
(i) We compute

f ′(r) = ⟨S1⟩r =
´
Sn−1 dS eS1rS1´
Sn−1 dS eS1r

=

´
Sn−1 dS S1 sinh(S1r)´
Sn−1 dS cosh(S1r)

.

It follows that f ′(r) > 0 ∀r > . Moreover f ′(0) = ⟨S1⟩0 = 0 by symmetry.
To show limr→∞ f ′(r) = 1 note that for all function f(S1) we have

⟨f(S1)⟩r =
´ 1
−1 dS1(1− S

2
1)

n−3
2 erS1f(S1)´ 1

−1 dS1(1− S
2
1)

n−3
2 erS1

(3.7)

and perform asymptotic analysis. Note that in this case we integrate on (−1, 1) instead of R.

(ii) We compute
f ′′(r) =

〈
S2
1

〉
r
− ⟨S1⟩2r =

〈
(S1 − ⟨S1⟩r)

2
〉
r
> 0.

Moreover

f ′′(0) =
〈
S2
1

〉
0
=

ˆ
Sn−1

dS S2
1 =

1

n

ˆ
Sn−1

dS

n∑
j=1

S2
j =

1

n
.

To compute the limit as r →∞ note that limr→∞ ⟨S1⟩2r = 1 by (i). We argue〈
S2
1

〉
r
= 1−

〈
1− S2

1

〉
r
= 1−

⟨S1⟩r
r
→r→∞ 1.

To prove the identity
〈
1− S2

1

〉
r
=

⟨S1⟩r
r use the representation 3.7 and integrate by parts.

(iii) see Theorem D.2 in Appendix D of Phase Transitions in Quantum Spin Systems with
Isotropic and Nonisotropic Interactions F. J. Dyson, E. H. Lieb, 2 and B. Simon, in Journal of
Statistical Physics, Vol. 18, No. 4, 1978.

(iv) Follows directly from (iii) and the fact that f ′′(0) = 1
n .

Proof. Proof of Theorem 3.4 (ii) The first and second derivative of H are given by

∂φiH(φ) =

(
1

β
− f ′(r)

r

)
φi −

h

β
êi, H ′′(φ) =

(
1

β
− f ′(r)

r

)
Id −

(
f ′′(r)− f ′(r)

r

)
|φ⟩⟨φ|,

where

|φ⟩⟨φ| = 1

|φ|2
φ⊗ φ

is the projection on the direction 1
|φ|φ. The matrix H ′′(φ) has two eigenvalues. The first is

λ1(φ) =
1

β
− f ′′(r),

with multiplicity 1. The corresponding eigenvector is φ. The second eigenvalue is

λ2(φ) =
1

β
− f ′(r)

r
,
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with multiplicity n− 1. All vectors in the space φ⊥ are eigenveectors of H ′′(φ) with eigenvalue
λ2(φ). Note that, since f ′(0) = 0 we have

lim
r↓0

f ′(r)

r
= f ′′(0) =

1

n
, (3.8)

and hence

λ1(0) = λ2(0) =
1

β
− 1

n

[13: 25.11.2024]
[14: 29.11.2024]

Case 1: h = 0. In this case we have MN (0) = 0 by symmetry. We try to recover this result via
Proposition 3.3. We have

∂φH(φ) = 0 ⇔
(
1

β
− f ′(r)

r

)
φ = 0.

The value φ = 0 is a solution. We check now if there is also a solution φ ̸= 0. In this case φ = rω
where r > 0 and ω ∈ Sn−1 and the critical point equation becomes

0 =

(
r

β
− f ′(r)

)
ω = u(r)ω ⇔ u(r) = 0.

We compute

u(0) = 0, u′(r) =
1

β
− f ′(r) = λ1(r), u(r) = rλ2(r).

Using f ′′(r) < 1
n ∀r > 0 and f ′′(0) = 1

n we deduce

u′(0) =
1

β
− 1

n
, u′(r) > u′(0) =

1

β
− 1

n
∀r > 0.

• For β ≤ n we have u(r) > 0 ∀r > 0 and hence H has a unique critical point in φ = 0. It
follows, since H(φ) →|φ|→∞ ∞, that φ = 0 is the unique global minimum. The hessian matrix
at φ = 0 is

H ′′(0) =

(
1

β
− 1

n

)
Id > 0 ∀β < n.

By Proposition 3.3 it follows, for β < n,

⟨g⟩φ = g(0) +O(N−1) = O(N−1).

• In the case β > n u′(0) < 0 and limr→∞ u(r) = 1
β > 0. Since u′′′(r) = −f ′′′(r) > 0 ∀r > 0,

it follows that there exists a unique rβ > 0 solution of u(r) = 0. Therefore φ = rβω is a

critical point ∀ω ∈ Sn−1. Note that, since h = 0, H is rotation invariant: H(rβω) =
r2β
2β − f(rβ)

∀ω ∈ Sn−1. The hessian matrix at φ = 0 is

H ′′(0) =

(
1

β
− 1

n

)
Id < 0,

so φ = 0 is a local maximum and hence {rβω}ω∈Sn−1 is a manifold of global minima. The
eigenvalues at rβ are

λ1(rβ) = u′(rβ) > 0, λ2(rβ) =
u(rβ)

rβ
= 0.
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So we can apply asymptotic analysis only in the radial direction.

Case 2: h > 0. We have

∂φH(φ) = 0 ⇔
(
1

β
− f ′(r)

r

)
φ =

h

β
ê.

The value φ = 0 is no longer a solution. The solution must be of the form φ = ±rê, for some
r > 0. The critical point equation becomes

±u(r)ê = h

β
ê ⇔ u(r) = ±h

β
.

• For β ≤ n we have u(r) > 0 ∀r > 0, so there is a unique solution r+(h, β) > 0 of u(r) = h
β and

there is no solution for u(r) = −h
β . Hence there is a unique global minimum in φm = r+ê. The

eigenvalues at the minimum are

λ1(r+) = u′(r+) > 0, λ2(r+) =
u(r+)

r+
=

h

r+β
> 0,

therefore H ′′(φm) > 0 and Proposition 3.3 yields

⟨g⟩φ = g(φm) +O(N−1).

We compute

g(φm) =
1

β
(φm − hê) · ê =

r+ − h
β

= f ′(r+) = ⟨S1⟩r+ ∈ (0, 1).

This implies that the limit N →∞ is well defined and

M(h) = lim
N→∞

MN (h) = f ′(r+).

The function h 7→ r+(h, β) is continuous on [0,∞) and

lim
h↓0

r+(h, β) = 0,

hence
lim
h↓0

M(h) = 0.

• For β > n we have seen that u′ is monotone increasing,

u(r) < 0 ∀0 < r < rβ, and u(r) > 0 ∀r > rβ.

Let um := minr>0 u(r) < 0. We distinguish three cases.

For h > βum there is a unique solution r+(h, β) > rβ of u(r) = h
β and there is no solution

for u(r) = −h
β . Hence there is a unique global minimum in φm = r+ê. The eigenvalues at the

minimum are

λ1(r+) = u′(r+) > 0, λ2(r+) =
u(r+)

r+
=

h

r+β
> 0,

therefore H ′′(φm) > 0 and Proposition 3.3 yields

⟨g⟩φ = g(φm) +O(N−1) = f ′(r+) +O(N−1).
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For 0 < h < βum there is a unique solution r+(h, β) > rβ of u(r) = h
β and there are two solutions

0 < r0(h, β) < r−(h, β) < rβ for u(r) = −h
β . Hence there are three critical points:

φ+ = r+ê, φ− = −r−ê, φ0 = −r0ê.

The eigenvalues at the three points are

λ1(r+) = u′(r+) > 0, λ2(r+) =
u(r+)

r+
> 0,

λ1(r−) = u′(r−) > 0, λ2(r−) =
u(r−)

r−
< 0

λ1(r0) = u′(r0) < 0, λ2(r0) =
u(r0)

r0
< 0,

hence there is a unique (global) minimum in φm = r+ê and H
′′(φm) > 0. Proposition 3.3 yields

⟨g⟩φ = g(φm) +O(N−1) = f ′(r+) +O(N−1).

For h = βum there is a unique solution r+(h, β) > rβ of u(r) = h
β and a unique solution

0 < r−(h, β) < rβ for u(r) = −h
β . Hence there are two critical points:

φ+ = r+ê, φ0 = −r−ê.

The eigenvalues at the two points are

λ1(r+) = u′(r+) > 0, λ2(r+) =
u(r+)

r+
> 0,

λ1(r−) = u′(r−) = 0, λ2(r−) =
u(r−)

r−
< 0

hence there is a unique (global) minimum in φm = r+ê and H
′′(φm) > 0. Proposition 3.3 yields

⟨g⟩φ = g(φm) +O(N−1) = f ′(r+) +O(N−1).

This implies that the limit N →∞ is well defined for all β > n, h > 0 and

M(h) = lim
N→∞

MN (h) = f ′(r+).

The function h 7→ r+(h, β) is continuous on [0,∞) and

lim
h↓0

r+(h, β) = rβ > 0,

hence
lim
h↓0

M(h) = rβ ê ̸= 0.

[14: 29.11.2024]
[15: 02.12.2024]
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3.4 Asymptotic analysis of complex integrals

Theorem 3.6. Let U be an open set with R ⊂ U ⊂ C, f, g : U → C two analytic functions and
γ : R→ U a smooth path. Assume the following assumptions hold.

(a) e−Nf , e−Nfg, e−Nf◦γ , e−Nf◦γg ◦ γ ∈ L1(R;C) ∀N > 0 and

ˆ
R
dx e−Nf(x) =

ˆ
R
dx γ′(x) e−Nf(γ(x)),

ˆ
R
dx g(x)e−Nf(x) =

ˆ
R
dx γ′(x) g(γ(x))e−Nf(γ(x)).

(b) The function x 7→ H(x) := Re f(γ(x)) admits q ≥ 1 global minimum points x1, . . . , xq
with H ′′(xj) > 0 ∀j = 1, . . . , q and

inf
x local minimum

x ̸=x1,...,xq

[H(x)−Hm] > 0, where Hm = H(xj) ∀j = 1, . . . , q.

(c) The point zj := γ(xj) is a critical point of f (i.e. f ′(zj) = 0) ∀j = 1, . . . , q.

Then as N →∞ we have, setting fγ := f ◦ γ and gγ := g ◦ γ,

(i)
√
N

ˆ
R

dx√
2π

e−Nf(x) = e−NHm

 q∑
j=1

e−iNImf(zj)
γ′(xj)√

(f ◦ γ)′′(xj)
+O

(
1

N

)
(ii)

√
N

ˆ
R
dx g(x)e−Nf(x) = e−NHm

[ q∑
j=1

e−iNImf(zj)
g(zj)γ

′(xj)√
(f ◦ γ)′′(xj)

·

·

(
g(zj) +

1

2N

[
g′′γ(xj)

f ′′γ (xj)
−
g′γ(xj)f

(3)
γ (xj)

f ′′γ (xj)
2

− gγ(xj)f
(4)
γ (xj)

4f ′′γ (xj)
2

]
+O

(
1

N

))]
,

where the square denotes the principal root.

Remark 1 Since Ref(zj) = H(xj) = Hm ∀j = 1, . . . , q we have

e−NHm
q∑
j=1

e−iNImf(zj) γ′(xj)√
(f◦γ)′′(xj)

=

q∑
j=1

e−Nf(zj)
γ′(xj)√

(f◦γ)′′(xj)

This sum may even vanish since the phases e−iNImf(zj) are strongly oscillating.

Remark 2 The assumption (c) ensures

(f ◦ γ)′′(xj) = f ′(zj)γ
′′(xj) + f ′′(zj)γ

′(xj)
2 = f ′′(zj)γ

′(xj)
2.

The assumptionH ′′(xj) > 0 then ensures that Ref ′′(zj)γ
′(xj)

2 > 0.Note that, if
√
f ′′(zj)γ′(xj)2 =√

f ′′(zj)γ
′(xj) holds, we get

γ′(xj)√
(f◦γ)′′(xj)

= 1√
(f ′′(zj)

.

This happens for example when Reγ′(xj) > 0 and Ref ′′(zj) > 0 hold.
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Proof.
We only sketch the argument for (i). (ii) works on the same way. As in the proof of Prop. 3.1,
we decompose R = ∪q+1

j=1Ij , where Ij := {|x− xj | < εN} for j = 1, . . . , q and Iq+1 := R \ ∪qj=1Ij .

We set εN = Nα− 1
2 with 0 < α < 1

10 so that Nε5N = o(N−1).

• The region Iq+1 is far from all minima hence we bound the absolute value of the integral

eNHm

∣∣∣∣∣√N
ˆ
Iq+1

dx√
2π
γ′(x) e−Nf(γ(x))

∣∣∣∣∣ ≤ √N
ˆ
Iq+1

dx√
2π
|γ′(x)| e−N(H(x)−Hm).

Using H(x)−Hm ≥
ε2N
4 minj=1,...,qH

′′(xj) = ε2NC with C > 0, the last integral is bounded by

√
Ne−Nε

2
N
C
2

ˆ
R

dx√
2π
|γ′(x)| e−(H(x)−Hm) = O

(
e−N

2αc
)
,

for some constant c > 0.

• In the region Ij , j = 1, . . . , q, we replace f ◦ γ and γ′ by the corresponding Taylor expansions
up to a finite order

Nf(γ(x))−NRe f(zj) = iN Im f(zj) +
4∑

m=2

1

m!
(f ◦ γ)(m)(xj)N(x− xj)m +O(Nε5N ),

γ′(x) = γ′(xj) + γ′′(xj)(x− xj) +O

(
1

N

)
.

The corrections of order 1, 1/
√
N and 1/N are extracted explicitely, the remaining terms are

estimated in absolute value.

As an example of application we consider the average of det(E − H) where H ∈ CN×N
herm is a

random matrix in the GUE ensemble. We have proved in Lemma 2.23 the identity

⟨det(E −H)⟩N =
√
N√
2π

ˆ
R
db e−N

b2

2 (E − ib)N =: IN (E). (3.9)

By the symmetry b→ −b we have

IN (−E) = (−1)NIN (E).

Moreover, for E = 0 we have

IN (0) = (−i)N
√
N√
2π

ˆ
R
db e−N

b2

2 bN =

{
0 if N odd

(N − 1)!! N−N
2 if N even.

(3.10)

Using Stirling’s approximation formula we get

IN (0) = O
(
e−

N
2

)
→N→∞ 0.

It remains to study the case E > 0. We will need the following preliminary lemma.

Lemma 3.7. Let F : C→ C be defined via

F (z) := e−
N
2
z2(E − iz)N .
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• For all c ∈ R it holds:
´
R dx F (x) =

´
R+ic dz F (z) =

´
R dx F (x+ ic).

• Fix c ∈ R and define H(x) := − 1
N ln |F (x+ ic)|. Then

H(x) =
x2 − c2

2
− 1

2
ln
[
(E + c)2 + x2

]
H ′(x) =

x

(E + c)2 + x2
[
x2 − (1− (E + c)2)

]
H ′′(x) = 1 +

x2 − (E + c)2

[x2 + (E + c)2]2

Proof. Exercise. For (i) use the fact that F is analytic on C and Cauchy theorem. (ii) follows
by direct computation.

Theorem 3.8. Let E > 0 and consider the integral IN (E) defined in (3.9) above.

(i) For E > 2 we define E± := E
2 ±

√
E2

4 − 1. We have

0 < E− < 1 < E+ < E, E − E+ = E−, E+E− = 1,

and, as N →∞,
IN (E) = e

N
2
E2

−
EN+√
1−E2

−

[
1 +O

(
1
N

)]
.

(ii) For 0 < E < 2 we define E± := E
2 ± i

√
1− E2

4 . We have

|E±| = 1, E− = E+, E − E+ = E−, E+E− = 1,

and, as N →∞,

IN (E) = e
N
2
E2
−

EN+√
1−E2

−
+ e

N
2
E2
+

EN−√
1−E2

+

+ eNReE2
−O
(
1
N

)
.

Remark Note that ReE2− = ReE2+ = −(1− E2

2 ) < 0 for 0 < E <
√
2 and hence

IN (E) = O

(
e−

N
2
(1−E2

2
))

)
→N→∞ 0

for 0 ≤ E <
√
2. On the contrary, for E > 2 the integral diverges exponentially as N →∞.

Proof.
We write F (z) = e−Nf(z) with

f(z) =
z2

2
− ln(E − iz).

We start by looking for the critical points of f. We compute

f ′(z) = z +
i

E − iz
.
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Hence f ′(z) = 0 iff

iz =
E

2
±
√
E2

4
− 1.

Case 1: E > 2. In this case the critical points are

zc = −iE±.

Via a complex translation we can cross only one of the two points. Setting c = −E− (resp.
−E+) the path crosses only −iE− (resp −iE+.)

• Set c = −iE−. We argue

E + c = E − E− = E+ > 1⇒ 1− (E + c)2 = 1− E2
+ < 0,

and hence, using Lemma 3.7, the function H(x) = − ln |F (x− iE−)| a unique (global) minimum
in x = 0. Hence the unique global minimum is at the critical point z1 = −iE−. We compute,
using Lemma 3.7 again,

H ′′(0) = 1− E2
− > 0

since 0 < E− < 1. Thm. 3.6 now yields the result.

• Note that setting c = −iE+ does not work. Indeed, in this case we get E+c = E−E+ = E− < 1

and hence H has two global minima in x = ±
√
1− E2

−, while 0 is now a local maximum. So we

cannot apply Thm. 3.6.

Case 2: 0 < E < 2. In this case the critical points are

zc = −iE±,

and the complex translated path R − iE2 crosses both points. Setting c = −E
2 , we see that the

function H admits two global minima in x = ±
√

1− E2

4 (wich correspond to the two critical

points for f) and a local maximum in x = 0. Moreover

H ′′(±
√

1− E2

4
) = 2

(
1− E2

4

)
> 0.

Thm. 3.6 now yields the result.

[15: 02.12.2024]
[16: 06.12.2024]

4 Supermathematics

4.1 Supervectors and supermatrices

Recall the definition of Grassmann algebra and generators Def 2.1 and 2.14.
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Definition 4.1 (Complex conjugate). Consider a Grassmann algebra G = GK[V] of even di-
mension and let

{ψ1, ψ1, . . . , ψN , ψN}

be a set of generators.

(i) We define the complex conjugate operation on the generators via

ψcj := ψj , ψ
c
j := −ψj , j = 1, . . . , N.

The complex conjugate of a product of generators is defined via∏
i∈I

ψi
∏
j∈J

ψj

c :=∏
i∈I

ψci
∏
j∈J

ψ
c
j =

∏
i∈I

ψi(−1)|J |
∏
j∈j

ψj .

For any element v ∈ G, we have the unique decomposition

v =
∑

I,J⊂{1,...,N}

vI,J ψ
Iψ

J
.

We define complex conjugate operation on v via

vc :=
∑

I,J⊂{1,...,N}

vI,J

[
ψIψ

J
]c

=
∑

I,J⊂{1,...,N}

vI,J (−1)|J | ψIψJ ,

where vI,J is the standard complex conjugare in C.

(ii) An element v ∈ G is called real if vc = v.

Lemma 4.2. Consider a Grassmann algebra G = GK[V] of even dimension and let

{ψ1, ψ1, . . . , ψN , ψN}

be the set of generators we use to define the complex conjugate. The following statements hold.

(i) (ψcj)
c = −ψj and (ψ

c
j)
c = −ψj ∀j = 1, . . . , N.

(ii) We have {
∀v ∈ Geven vc ∈ Geven and (vc)c = v

∀v ∈ Godd vc ∈ Godd and (vc)c = −v.

(iii) For all v, v′ ∈ Godd we have

(vcv)c = vcv, (vcv′ + v′
c
v)c = (vcv′ + v′

c
v).

(iv) Let

v =
∑

I,J⊂{1,...,N}

vI,J ψ
Iψ

J ∈ G.

Then v is real iff vJI = vIJ(−1)|J |(1+|I|) ∀I, J ⊂ {1, . . . , N}.
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Proof.
(i) We compute (ψcj)

c = ψ
c
j = −ψj and (ψ

c
j)
c = −ψcj = −ψj ∀j = 1, . . . , N.

(ii) The statement follows from ((ψIψ
J
)c)c = (−1)|J |(ψIψJ)c = (−1)|I|+|J |(ψIψ

J
).

(iii) Let v, v′ ∈ Godd. We compute, using (ii),

(vcv)c = −vvc = vcv, (vcv′ + v′
c
v)c = (−vv′c − v′vc) = (vcv′ + v′

c
v).

(iv) The statement follows from

vc =
∑

I,J⊂{1,...,N}

vI,J (−1)|J | ψIψJ =
∑

J,I⊂{1,...,N}

vI,J (−1)|J |(1+|I|) ψJψ
I
.

Definition 4.3. Let {ψ1, ψ1, . . . , ψN , ψN , ξ1, ξ1, . . . , ξN ′ , ξN ′} a set of generators.
We consider the three Grassmann algebras
G = GK[ψ1, ψ1, . . . , ψN , ψN , ]
G′ = GK[ψ1, ψ1, . . . , ψN , ψN , ξ1, ξ1, . . . , ξN ′ , ξN ′ ]
A = GK[ξ1, ξ1, . . . , ξN ′ , ξN ′ ].
Fix m,n ∈ N.

(i) A (m|n) graded vector (or supervector) on G is a vector with m components in Geven and
n components in Godd :

Φ =

(
Φb
Φf

)
=

(
φ
χ

)
=



φ1
...
φm
χ1
...
χn


∈ (Geven)m × (Godd)n =: Gm|n.

We call φ = Φb the bosonic component and χ = Φf the fermionic component of Φ.

We define

Φ :=

(
φc

χc

)
, Φt :=

(
φt, χt

)
, Φ∗ := Φ

t
.

(ii) A linear transformation L : Gm|n → G′m
′|n′

must have the form L(Φ) =MΦ where

M =

(
Mbb Mbf

Mfb Mff

)
=

(
a σ
ρ b

)
a ∈ (Aeven)m

′×m, b ∈ (Aeven)n
′×n, σ ∈ (Aodd)m

′×n, ρ ∈ (Aodd)n
′×m.

M is called a supermatrix. We write M ∈ A(m′|n′)×(m|n). We call a =Mbb the boson-boson
block, b =Mff the fermion-fermion block, σ =Mbf the boson-fermion block and ρ =Mfb

the fermion-boson block.

(iii) For M ∈ A(m|n)×(m|n) we define the analog of trace, determinant, transpose and adjoint
as follows.
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(a) The supertrace is defined by StrM := tr a− tr b.

(b) Assuming b is invertible, the superdeterminant is defined by

SdetM :=
det(a− σb−1ρ)

det b
.

Assuming both a and b are invertible, we also have

SdetM :=
det a

det b− ρa−1σ
.

(c) The transpose/adjoint is defined by

M t =

(
a σ
ρ b

)t
:=

(
at ρt

−σt bt

)
, M∗ :=

(
a∗ ρ∗

−σ∗ b∗

)
=

(
(ac)t (ρc)t

−(σc)t (bc)t

)
.

Remark. By construction Φ∗Φ is a real element in Geven. This follows from

Φ∗Φ =

(
φc

χc

)(
φ
χ

)
=

m∑
j=1

φcjφj +
n∑
k=1

χckχk.

In the same way Φ∗Φ′ +Φ′∗Φ is a real element in Geven for all Φ,Φ′ ∈ Gm|n.

Lemma 4.4.

(i) Str is uniquely defined by the following two requirements:

(a) the Str is a linear combination of elements from the diagonal of M and

(b) StrΦ⊗ Φ∗ = Φ∗Φ ∀Φ ∈ Am|n.

Moreover we have

StrM1M2 = StrM2M1 ∀M1,M2 ∈ A(m|n)×(m|n). (4.1)

(ii) Sdet is uniquely defined by the following two requirements:

(a) SdetM ∈ Aeven,

(b) Sdet (M1M2) = SdetM1SdetM2 ∀M1,M2 ∈ A(m|n)×(m|n) and

(c) ln Sdet (M) = Str ln(M) for all M such that with a, b hermitian and positive definite
(see also Remark 1 below).

Moreover we have
SdetM t = SdetM ∀M ∈ A(m|n)×(m|n).

(iii) Setting (Φ,MΦ) := Φ∗MΦ, M t is uniquely defined by the requirement

(Φ,MΦ) = (M∗Φ,Φ) ∀Φ ∈ Gm|n.

Remark 1 Note that SdetM ∈ Aeven, hence ln SdetM can be defined as in Example 4 at the
end of Section 2.2.
The function lnM takes values on supermatrices and is defined via

lnM := −
∑
k≥1

(−1)k

k
(M − 1)k ∈ A(m|n)×(m|n).
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Remark 2 Note that (M∗)∗ =M but (M t)t ̸=M. Indeed

(M∗)∗ =

(
a∗ ρ∗

−σ∗ b∗

)∗
=

(
(a∗)∗ −(σ∗)∗
−(ρ∗)∗ (b∗)∗

)
=

(
a σ
ρ b

)
,

where we used (a∗)∗ij = (acij)
c = aij since aij ∈ Aeven (same for (b∗)∗) and−(σ∗)∗ij = −(σcij)c = σij

since σij ∈ Aodd (same for −(ρ∗)∗).
On the contrary

(M t)t =

(
at ρt

−σt bt

)t
=

(
a −σ
−ρ b

)
̸=M.

Proof of Lemma 4.4.
(i) We compute

Φ⊗ Φ∗ =

(
φ⊗ φ∗ φ⊗ χ∗

χ⊗ φ∗ χ⊗ χ∗

)
.

To satisfy (a) we must have

StrΦ⊗ Φ∗ =
n∑
j=1

αjφjφ
c
j +

n∑
j=1

βjχjχ
c
j

for some given parameters α1, . . . , αn, β1, . . . , βn ∈ C. We also have

Φ∗Φ =
n∑
j=1

φcjφj +
m∑
k=1

χckχk =
n∑
j=1

φjφ
c
j −

m∑
k=1

χjχ
c
j .

Therefore we have StrΦ⊗Φ∗ = Φ∗Φ for all Φ iff αj = 1 ∀j = 1, . . . , n and βk = −1 ∀k = 1, . . . ,m.
(4.1) follows by direct computation (exercise).

(ii) We distinguish three cases.

Case 1. Consider M =

(
a 0
0 b

)
and a, b are both hermitian and positive definite.

Then, using also (2.9),

ln SdetM = Str lnM = Str

(
ln a 0
0 ln b

)
= tr ln a− tr ln b = ln

det a

det b
.

Therefore we obtain

Sdet

(
a 0
0 b

)
=

det a

det b
.

Case 2. We consider the case M =

(
1 σ
ρ 1

)
= 1 +X with X =

(
0 σ
ρ 0

)
. We compute

X2k =

(
(σρ)k 0
0 (ρσ)k

)
, X2k+1 =

(
0 (σρ)kσ

(ρσ)kρ 0

)
k ≥ 0. (4.2)

Using

ln Sdet (1 +X) = Str ln(1 +X) = −
∑
k≥0

(−1)k

k
StrXk,
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we argue

StrX2k = tr (σρ)k − tr (ρσ)k = 2tr (σρ)k = −2tr (ρσ)k

StrX2k+1 = 0,

hence

ln Sdet (1 +X) = −
∑
k≥0

1

2k
StrX2k = −

∑
k≥0

1

k
tr (σρ)k = tr ln(1− σρ) = ln det(1− σρ)

=
∑
k≥0

1

k
tr (ρσ)k = −tr ln(1− ρσ) = − ln det(1− ρσ).

Therefore we obtain

Sdet

(
1 σ
ρ 1

)
= det(1− σρ) = 1

det(1− ρσ)
.

Case 3. Finally consider the more general case

(
a σ
ρ b

)
with a, b hermitian and positive definite.

We argue

M =

(
a 0
0 b

)(
1 a−1σ

b−1ρ 1

)
=

(
1 σb−1

ρa−1 1

)(
a 0
0 b

)
(4.3)

hence

SdetM = Sdet

(
a 0
0 b

)
Sdet (1 +X) = Sdet

(
a 0
0 b

)
Sdet (1 + Y ),

with

X =

(
0 a−1σ

b−1ρ 0

)
, Y =

(
0 σb−1

ρa−1 0

)
.

The formula now follows from the previous special cases.
Using the formulas for the Sdet one can show that SdetM t = SdetM (exercise).

[16: 06.12.2024]
[17: 09.12.2024]

(iii) We compute

Φ∗MΦ = φ∗aφ+ φ∗σχ+ χ∗ρφ+ χ∗bχ

= (a∗φ)∗φ− (σ∗φ)∗χ+ (ρ∗χ)∗φ+ (b∗χ)∗χ.

The result follows.

Lemma 4.5 (Inverse of a supermatrix). Let M =

(
a σ
ρ b

)
∈ A(m|n)×m|n be a supermatrix with

a, b invertible. Then M is invertible and

M−1 =

(
(M−1)bb (M−1)bf
(M−1)fb (M−1)ff

)
=

(
(a− σb−1ρ)−1 −(a− σb−1ρ)−1σb−1

−(b− ρa−1σ)−1ρa−1 (b− ρa−1σ)−1

)
Moreover we have the relations

(1− σb−1ρa−1)−1σb−1 = σb−1(1− ρa−1σb−1)

(b− ρa−1σ)−1 = b−1 + b−1ρ(a− σb−1ρ)−1σb−1,

and hence we can express M−1 in terms of (a− σb−1ρ)−1 or (b− ρa−1σ)−1 only.
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Proof.

Case 1. Consider M =

(
a 0
0 b

)
. In this case

M−1 =

(
a−1 0
0 b−1

)
,

where the inverse of a (resp. b) was defined in Example 2 of Section 2.2.

Case 2. Consider M =

(
1 σ
ρ 1

)
= 1 +X. In this case we define

M−1 :=
∑
k≥0

(−1)kXk.

The sum above is finite and satisfies M−1M = MM−1 = 1. Using the exact formulas in (4.2)
we compute

M−1 =
∑
k≥0

X2k −
∑
k≥0

X2k+1 =

(
(1− σρ)−1 −(1− σρ)σ
−(1− ρσ)−1ρ (1− ρσ)−1

)
.

Moreover
(1− σρ)−1σ =

∑
k≥0

(σρ)kσ =
∑
k≥0

σ(ρσ)k = σ(1− ρσ)−1.

Similarly we argue (1− ρσ)−1ρ = ρ(1− ρσ)−1 and

(1− ρσ)−1 = 1 +
∑
k≥1

(ρσ)k = 1 + ρ
∑
k≥0

(σρ)kσ = 1 + ρ(1− σρ)−1σ.

Case 3. Consider M =

(
a σ
ρ b

)
. The result follows from (4.3) together with Case 1 and 2.

Theorem 4.6 (Gaussian integral). Consider the supermatrix M =

(
a σ
ρ b

)
∈ A(m|n)×(m|n)

and the supervector Φ =

(
φ
ψ

)
with φ ∈ Cm and ψ =

ψ1
...
ψn

 ∈ (Godd)n. Set ψcj = ψj , hence

Φ∗ = (φ∗, ψ∗) = (φ1, . . . , φm, ψ1, . . . ψn). We define

dΦ∗dΦ :=
m∏
j=1

dφjdφj

2π

n∏
k=1

dψkdψk =

(
dφdφ

2π

)m (
dψdψ

)n
.

Assume Re[body(a)] > 0. Then we have

ˆ
dΦ∗dΦ e−Φ∗MΦ =

det(b− ρa−1σ)

det a
.

If in addition b is invertible we have
ˆ
dΦ∗dΦ e−Φ∗MΦ =

1

SdetM
.
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Notation. Assume Re[body(a)] > 0 and b is invertible. ThenM is invertible. The normalized
Gaussian measure on Φ with mean zero and covariance M−1 is defined as follows:

dµM−1(Φ∗,Φ) := (SdetM) dΦ∗dΦ e−Φ∗MΦ. (4.4)

Proof.
We show that the integral above is well defined.

ˆ
dΦ∗dΦ e−Φ∗MΦ =

ˆ (
dφdφ

2π

)m (
dψdψ

)n
e−φ

∗aφe−φ
∗σψ−ψ∗ρφ−ψ∗bψ

=
∑

I,J⊂{1,...,n}

ˆ (
dφdφ

2π

)m (
dψdψ

)n
vIJ(φ)ψ

Iψ
J
,

where
vIJ(φ) = e−φ

∗body(a)φP (φ,φ).

This function is integrable since Re[body(a)] > 0.
To prove the statement we can proceed in two ways.

Proof 1. We integrate the φ variables first.

ˆ
Cm

(
dφdφ

2π

)m
e−φ

∗aφe−φ
∗σψ−ψ∗ρφ =

ˆ
Cm

(
dφdφ

2π

)m
e−(φ,aφ)e−(φ,v)e−(w,φ)

=
1

det a
e(w,a

−1v) =
1

det a
eψ

∗ρa−1σψ.

Integrating now the ψ variables we obtain

ˆ
dΦ∗dΦ e−Φ∗MΦ =

1

det a

ˆ (
dψdψ

)n
e−ψ

∗bψeψ
∗ρa−1σψ

=
1

det a

ˆ (
dψdψ

)n
e−ψ

∗(b−ρa−1σ)ψ =
det(b− ρa−1σ)

det a
.

Proof 2. In the case also b is invertible, we can integrate the ψ variables first.

ˆ (
dψdψ

)n
e−ψ

∗bψe−φ
∗σψ−ψ∗ρφ =

ˆ (
dψdψ

)n
e−(ψ,bχ)e−(ψ,α)e−(β,ψ)

= det b e(β,b
−1α) = det b eφ

∗σb−1ρφ.

Integrating now the φ variables we obtain

ˆ
dΦ∗dΦ e−Φ∗MΦ = det b

ˆ
Cm

(
dφdφ

2π

)m
e−(φ,aφ)eφ

∗σb−1ρφ = det b

ˆ
Cm

(
dφdφ

2π

)m
e−(φ,(a−σb−1ρ)φ)

=
det b

det(a− σb−1ρ)
=

1

SdetM
=

det(b− ρa−1σ)

det a
.
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Theorem 4.7. Consider the supermatrix M =

(
a σ
ρ b

)
∈ A(m|n)×(m|n) and Φ′, Φ̃ ∈ Am|n two

parameter supervectors. Assume Re[body(a)] > 0 and b is invertible and define C := M−1.
Then, for all v, w ∈ C we have

ˆ
dµC(Φ,Φ

∗)ezΦ
∗Φ′+wΦ̃∗Φ = ezw Φ̃∗CΦ′

. (4.5)

In particular:

(i) (Laplace transpose)
´
dµC(Φ,Φ

∗)eΦ
∗Φ′+Φ̃∗Φ = eΦ̃

∗CΦ′
,

(ii) (Fourier transform)
´
dµC(Φ,Φ

∗)ei(Φ
∗Φ′+Φ̃∗Φ) = e−Φ̃∗CΦ′

,

(iii) (second moment)
´
dµC(Φ,Φ

∗)ΦαΦ
∗
β = Cαβ.

Proof. To prove (4.5) complete the square and translate φ and ψ. To prove (iii) derive the
Laplace transform (exercise).

Remarks Assume now m = n so that we have the same number of bosonic and fermionic
components.

(i) If σ = ρ = 0 and a = b we obtain

Sdet

(
a 0
0 a

)
=

det a

det a
= 1

and
ˆ
dΦ∗dΦ e−Φ∗MΦ =

ˆ
Cn

(
dφdφ

2π

)n
e−(φ,aφ)

ˆ (
dψdψ

)n
e−(ψ,aψ) =

det a

det a
= 1.

(ii) For any supermatrix M ∈ A(n|n)×(n|n) it holds (exercise)

Sdet (λM) = SdetM ∀λ ∈ K. (4.6)

[17: 09.12.2024]
[18: 13.12.2024]

4.2 Dual representation for the averaged resolvent: GUE case

Recall that a random matrix in the GUE ensemble is a hermitian matrix H ∈ CN×N
herm with

probability measure proportional to dH e−
N
2
trH2

(cf. Section 1.2.6).

Facts about GUE . Since H∗ = H the matrix is diagonalizable with real random eigenvalues
λ1, . . . , λN . The corresponding joint probability distribution can be computed explicitely (see
the book of Mehta)

dρGUE(λ1, . . . , λN ) = CN

N∏
j=1

dλj
∏
j<k

|λj − λk|2e−
N
2

∑N
j=1 λ

2
j ,
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where CN is the normalization constant. A random matrix ensemble whose eigenvalue statistics
(in the appropriate scaling limit) coincides with the one for the GUE ensemble is said to belong
to the Wigner-Dyson β = 2 universality class.
If the GUE ensemble is replaced by the GOE ensemble (i.e. H ∈ RN×N

herm ) we have instead

dρGOE(λ1, . . . , λN ) = CN

N∏
j=1

dλj
∏
j<k

|λj − λk| e−
N
2

∑N
j=1 λ

2
j ,

A random matrix ensemble whose eigenvalue statistics (in the appropriate scaling limit) coincides
with the one for the GOE ensemble is said to belong to the Wigner-Dyson β = 1 universality
class.

Both measures above contain two competing effects: the factor e−
N
2

∑N
j=1 λ

2
j is maximized when

all λj are small (of order 1√
N
) while the term

∏
j<k |λj−λk|β (with β = 1, 2) is maximized when

the distance between the eigenvalues is large (repulsive interaction). As a result the eigenvalues
are approximately uniformly distributed on the interval (−2, 2).

Information of the position of the spectrum for a hermitial random matrix can be inferred from
the averaged integrated density of states

E

[∑
λ∈σ(H) 1λ<E

N

]
=

ˆ E

−∞
dρN (E).

In the case of GUE one can show dρN (E) = dE ρN (E), where

ρN (E) :=
1

N

N∑
j=1

ˆ
RN

(
N∏
k=1

dλk) ρ(λ1, . . . , λN ) δ(λj − E) = E

 1

N

N∑
j=1

δ(λj − E)

 , (4.7)

is called the averaged density of states. We argue

E

 1

N

N∑
j=1

δ(λj − E)

 =
1

π
lim
ε→0+

E

 1

N

N∑
j=1

ε

(E − λj)2 + ε2

 (4.8)

= − 1

Nπ
lim
ε→0+

Im E

 N∑
j=1

(E + iε− λj)−1

 = − 1

Nπ
lim
ε→0+

Im E
[
tr (E + iε−H)−1

]
.

Therefore we need to study the average of the resolvent. The following theorem gives a dual
representation for this average.

Theorem 4.8. For E ∈ R and ε > 0 we define z = E + iε. We denote by R the (1|1) × (1|1)
supermatrix

R :=

(
a ρ
ρ ib

)
, with a, b ∈ R, ρ, ρ Grassmann.

We also define

dR :=
da db

2π
dρdρ.
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With this notation

(i) E
[
(E + iε−H)−1

j0i0

]
= δi0j0

ˆ
dR e−

N
2
StrR2

a 1
(Sdet z−R)N

(4.9)

= δi0j0
N
2π

ˆ
da db e−

N
2
(a2+b2)a (z−ib)N

(z−a)N

[
1− 1

(z−a)(z−ib)

]
, (4.10)

(ii) 1 =

ˆ
dR e−

N
2
StrR2 1

(Sdet z−R)N
= N

2π

ˆ
da db e−

N
2
(a2+b2) (z−ib)N

(z−a)N

[
1− 1

(z−a)(z−ib)

]
.

Proof. We proved in Proposition 2.24 the identity

E
[
(E + iε−H)−1

i0j0

]
= (−i)

ˆ
dΦ∗dΦ φi0φj0 e

iz
∑N
j=1(φjφj+ψjψj)e−

1
2N

∑N
jk=1(φjφk+ψjψk)(φkφj+ψkψj),

where we defined

dΦ∗dΦ :=

(
dφjdφj

2π

)N (
dψdψ

)N
.

To write the formula above in a more compact way we define

Φj :=

(
φj
ψj

)
, Φ∗

j :=
(
φj , ψj

)
.

Then

E
[
(E + iε−H)−1

i0j0

]
= (−i)

ˆ
dΦ∗dΦ φi0φj0 e

iz
∑N
j=1 Φ

∗
jΦje−

1
2N

∑N
j,k=1(Φ

∗
jΦk)(Φ

∗
kΦj).

We reorganize this integral as follows.

N∑
j,k=1

(Φ∗
jΦk)(Φ

∗
kΦj) =

N∑
j,k=1

Str (Φk ⊗ Φ∗
k)(Φj ⊗ Φ∗

j ) = Str (
N∑
j=1

Φj ⊗ Φ∗
j )

2 = StrM2,

where

M =

(
A Σ
Γ B

)
=

(∑N
j=1 |φj |2

∑N
j=1 φjψj∑N

j=1 ψjφj
∑N

j=1 ψjψj

)
.

Note that Σ = Γc and Ac = A, Bc = B, and hence M∗ =M. We compute

StrM2 = A2 −B2 + 2ΓcΓ.

Using (1.16) we write

e−
N
2
A2

=

√
N√
2π

ˆ
R
da e−

N
2
a2e−iaA =

√
N√
2π

ˆ
R
da e−

N
2
a2e−i

∑N
j=1 φjaφj

Using Theorem 2.21 we write

e
N
2
B2

=

√
N√
2π

ˆ
R
db e−

N
2
b2ebB =

√
N√
2π

ˆ
R
db e−

N
2
b2e−i

∑N
j=1 ψj(ib)ψj

Using Theorem 2.13

e−NΓcΓ =
1

N

ˆ
dρdρ e−Nρρe−i(ρΓ+Γcρ) =

1

N

ˆ
dρdρ e−Nρρe−i

∑N
j=1(φjρψj+ψjρφj).
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Putting these identities together and using

a2 + b2 + 2ρρ = StrR2, φjaφj + ψj(ib)ψj + φjρψj + ψjρφj = Φ∗
jRΦj ,

we obtain

e−
N
2
StrM2

=

ˆ
dR e−

N
2
StrR2

e−i
∑N
j=1 Φ

∗
jRΦj ,

and hence

E
[
(E + iε−H)−1

i0j0

]
= (−i)

ˆ
dΦ∗dΦ

ˆ
dR φi0φj0 e

−N
2
StrR2

ei
∑N
j=1 Φ

∗
j (z−R)Φj

=
∑

IJ⊂{1,...,N},k,k′∈{0,1}

ˆ
CN

(dφdφ)N (dψdψ)N
ˆ
R2

da db dρdρ vIJ(φ,φ, a, b)ψ
Iψ

J
ρkρk

′
,

where
vIJ(φ,φ, a, b) = e−ε

∑
j |φj |2ei(E−a)

∑
j |φj |2e−

N
2
(a2+b2)PI,J,k,k′(φ,φ, b),

and PI,J,k,k′(φ,φ, b) is a polynome. Therefore vIJ ∈ L1(CN × R2) for all ε > 0 and we can
exchange the integration oder:

E
[
(E + iε−H)−1

i0j0

]
= (−i)

ˆ
dR e−

N
2
StrR2

ˆ
dΦ∗dΦ φi0φj0 e

i
∑N
j=1 Φ

∗
j (z−R)Φj

= δi0j0(−i)
ˆ
dR e−

N
2
StrR2

(ˆ
dΦ∗

1dΦ1e
iΦ∗

1(z−R)Φ1

)N−1 ˆ
dΦ∗

1dΦ1|φ1|2eiΦ
∗
1(z−R)Φ1 .

In particular this shows that E
[
(E + iε−H)−1

j0j0

]
is independent from j0. We argue

E
[
(E + iε−H)−1

i0j0

]
= δi0j0E

[
(E + iε−H)−1

j0j0

]
= δi0j0

1

N
E
[
tr (E + iε−H)−1

]
.

Moreover

1

N
E
[
tr (E + iε−H)−1

]
=

(−i)
N

ˆ
dΦ∗dΦ

ˆ
dR e−

N
2
StrR2

 N∑
j=1

|φj |2
 ei

∑N
j=1 Φ

∗
j (z−R)Φj

=
1

N

ˆ
dΦ∗dΦ

ˆ
dR e−

N
2
StrR2

∂ae
i
∑N
j=1 Φ

∗
j (z−R)Φj

=

ˆ
dΦ∗dΦ

ˆ
dR e−

N
2
StrR2

a ei
∑N
j=1 Φ

∗
j (z−R)Φj

where we applied integration by parts with respect to the variable a. Exchanging the integrals
we obtain

E
[
(E + iε−H)−1

i0j0

]
= δi0j0

ˆ
dR e−

N
2
StrR2

a

(ˆ
dΦ∗

1dΦ1e
iΦ∗

1(z−R)Φ1

)N
= δi0j0

ˆ
dR e−

N
2
StrR2

a
1

(Sdet (−i)(z −R))N
= δi0j0

ˆ
dR e−

N
2
StrR2

a
1

(Sdet z −R)N
,

where in the last two steps we used (4.5) and (4.6). This completes the proof of (4.9). To prove
(4.10) we integrate in ρ, ρ. We compute, using also (ρρ)2 = 0,

StrR2 = a2 − b2 + 2ρρ, Sdet (z −R)−1 =
(z − ib)
(z − a)

1

1− ρρ 1
(z−ib)(z−a)

=
(z − ib)
(z − a)

e
ρρ 1

(z−ib)(z−a) .
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Then (4.10) follows from

ˆ
dρdρ e

−Nρρ(1− 1
(z−ib)(z−a) ) = N

(
1− 1

(z − ib)(z − a)

)
.

This concludes the proof of (i). The proof of (ii) works in the same way.

[18: 13.12.2024]
[19: 16.12.2024]

4.3 Dual representation for the averaged resolvent: band matrix case

To set up the model, let Λ = ΛL := [−L,L]d ∩ Zd be a finite cube in Zd. We consider a random
matrix H ∈ CΛ×Λ

herm whose matrix elements are independent not identically distributed. Precisely,
the probability distribution is given by

dP (H) ∝ dH e
−N

2

∑
ij∈Λ

|Hij |
2

Jij

where

Jij = f(|i− j|) ≃
{

0 if |i− j| > W
c > 0 if |i− j| ≤W

Therefore, the matrix elements are non-zero only in a band of width W centered around the
diagonal. The parameter W is called the band-width. These models arise in condensed matter
physics in the context of disordered conductors (cf. for example the review by Spencer Random
banded and sparse matrices).

Heuristics. We define N = |Λ| and consider two extreme cases.
• If W = 1 the matrix is diagonal hence the eigenvalues are i.i.d. random variables

dρ(λ1, . . . , λN ) ∝
∏
j

dλje
− 1

2c
λ2j .

In this case the eigenvalue spacings satisfy Poisson statistics in the limit N → ∞. For ex-
ample, the probability there is no eigenvalue in the interval (E,E + s

N ) is proportional to

(1− c′ sN )N →N→∞ e−sc
′
. In particular the probability converges to 1 when s→ 0.

• If W > N the matrix is in the GUE ensemble whose eigenvalue distribution is

dρ(λ1, . . . , λN ) ∝ [
∏
j

dλj ]
∏
i<j

(λi − λj)2
∏
j

e−
1
2c
λ2j ,

In this case the eigenvalue spacings satisfy Wigner-Dyson statistics in the limit N → ∞. For
example, the probability there is no eigenvalue in the interval (E,E + s

N ) is proportional to

se−s
2c′ in the limit N →∞ (see the book of Mehta). In particular it converges to 0 when s→ 0

(level repulsion).

In the general case we expect a phase transition between Poisson and Wigner-Dyson statistics
depending on W and the dimension d of the lattice in the limit N →∞. Precisely:

(i) for d = 1 the model exhibits Poisson statistics for W < N
1
2 and Wigner statistics for

W > N
1
2 (proved);
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(ii) for d = 2 the model exhibits Poisson statistics for W < lnN and Wigner statistics for
W > lnN (conjecture);

(iii) for d ≥ 3 there eixists a W0 > 0 independent of N such that the model exhibits Poisson
statistics for W < W0 and Wigner statistics for W > W0 (conjecture).

Here we show a dual representation for the averaged resolvent.

Theorem 4.9. Let

E[f(H)] :=
1

Z

ˆ
CΛ×Λ
herm

dH e
− 1

2

∑
jk

|Hjk|
2

Jjk f(H),

where we assumed that Jkj = Jjk > 0 ∀jk, and Z > 0 is the normalization constant. Assume in
addition that J > 0 as a quadratic form.
For each lattice point j ∈ Λ, we introduce the (1|1)× (1|1) supermatrix Rj

Rj :=

(
aj ρj
ρj ibj

)
, with aj , bj ∈ R, ρj , ρj Grassmann.

We also define

dR :=
∏
j

dRj =

(
da db

2π

)Λ

(dρdρ)Λ , (R, J−1R) :=
∑
jk

(J−1)jkRjRk.

With this notation the following identities hold for all z = E + iε, with E ∈ R and ε > 0.

(i) E
[
(z −H)−1

j0i0

]
= δi0j0

ˆ
dR e−

1
2
Str (R,J−1R)(J−1a)j0

∏
j

1
Sdet z−Rj (4.11)

= δi0j0

ˆ
R2Λ

(
da db

2π

)Λ

e−
1
2
((a,J−1a)+(b,J−1b))(J−1a)j0

∏
j

(z−ibj)
(z−aj)

det
(
J−1 −D

)
,

(4.12)

where D = diag {Dj}j∈Λ and

Dj := 1− 1

(z − aj)(z − ibj)
.

(ii) We also have

1 =

ˆ
dR e−

1
2
Str (R,J−1R)

∏
j

1
Sdet z−Rj

=

ˆ
R2Λ

(
da db

2π

)Λ

e−
1
2
((a,J−1a)+(b,J−1b))

∏
j

(z−ibj)
(z−aj)

det
(
J−1 −D

)
.

Proof. Exercise. Works as in the case of GUE.
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4.4 Asymptotic analysis of the dual represenations

Theorem 4.10. Let U be an open set with Rn ⊂ U ⊂ Cn, F, g : U → C two functions analytic
in each variable separately and γ : Rn → U a smooth path. Assume the following assumptions
hold.

(a) e−NF , e−NF g, e−NF◦γ , e−NF◦γg ◦ γ ∈ L1(Rn;C) ∀N > 0 and

ˆ
Rn
dx e−NF (x) =

ˆ
Rn
dx det(∂γ(x)) e−NF (γ(x)),

ˆ
Rn
dx g(x)e−NF (x) =

ˆ
Rn
dx det(∂γ(x)) g(γ(x))e−NF (γ(x)).

(b) The function x 7→ H(x) := Re F (γ(x)) admits q ≥ 1 global minimum points x1, . . . , xq
with H ′′(xj) ∈ Rn×n strictly positive ∀j = 1, . . . , q and

inf
x local minimum

x ̸=x1,...,xq

[H(x)−Hm] > 0, where Hm = H(xj) ∀j = 1, . . . , q.

(c) The point zj := γ(xj) is a critical point of f (i.e. ∂f(zj) ∈ Cn vanishes) ∀j = 1, . . . , q.

Then as N →∞ we have

(i) N
n
2

(2π)
n
2

´
Rn dx e

−NF (x) = e−NHm
[∑q

j=1 e
−iNImF (zj) det ∂γ(xj)√

det(f◦γ)′′(xj)
+O

(
1
N

)]
,

(ii) N
n
2

(2π)
n
2

´
Rn dx g(x)e

−NF (x) = e−NHm
[∑q

j=1 e
−iNImF (zj) g(zj) det ∂γ(xj)√

det(f◦γ)′′(xj)
+O

(
1
N

)
,

]
where the square denotes the principal root.

Proof. Exercise (works as in the scalar case)

Application 1: averaged DOS for GUE. Recall the definition of the averaged density of
states (DOS) in (4.7) and its equivalent formulation (4.8). Using the dual representation from
Theorem 4.8 we can write

ρN (E) = − 1

π
lim
ε→0+

Im IN (E + iε),

where we defined

IN (E + iε) :=
N

2π

ˆ
da db e−

N
2
(a2+b2) (E + iε− ib)N

(E + iε− a)N
[
1− 1

(E+iε−a)(E+iε−ib)

]
a, (4.13)

Our goal is to study this integral as N →∞. Note that

IN (E + iε) = IN (E − iε) = IN (−E + iε),

and therefore it is sufficient to consider the case E ≥ 0.
[19: 16.12.2024]
[20: 20.12.2024]
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We introduce, for k = 0, 1, the two integrals

I
(k)
N,a(E + iε) :=

√
N√
2π

ˆ
da e−

N
2
a2 1

(E + iε− a)N+k
a

I
(k)
N,b(E + iε) :=

√
N√
2π

ˆ
db e−

N
2
b2(E + iε− ib)N−k.

With this notation, we can reformulate IN (E + iε) as

IN (E + iε) = I
(0)
N,a(E + iε)I

(0)
N,b(E + iε)− I(1)N,a(E + iε)I

(1)
N,b(E + iε).

We define

I
(k)
N,a = I

(k)
N,a(E) := lim

ε→0+
I
(k)
N,a(E + iε), I

(k)
N,b = I

(k)
N,b(E) = lim

ε→0+
I
(k)
N,b(E + iε).

The asymptotics of I
(0)
N,b was studied in Theorem 3.8 (for E > 0) and equation (3.10) (for E = 0).

In the last case a direct computation also gives

I
(k)
N,b(0) = (−i)N−k

√
N√
2π

ˆ
R
db e−N

b2

2 bN−k =

{
0 if N − k odd

(N − k − 1)!! N−N−k
2 if N − k even,

.

For E ∈ (0,∞), with E ̸= 2, using the same arguments as in Theorem 3.8, we obtain the
following.

• For E > 2 we define E± := E
2 ±

√
E2

4 − 1. We have

0 < E− < 1 < E+ < E, E − E+ = E−, E+E− = 1,

and, as N →∞,
I
(k)
N,b(E) = e

N
2
E2

−
EN−k

+√
1−E2

−

[
1 +O

(
1
N

)]
. (4.14)

• For 0 < E < 2 we define E± := E
2 ± i

√
1− E2

4 . We have

|E±| = 1, E− = E+, E − E+ = E−, E+E− = 1,

and, as N →∞,

I
(k)
N,b(E) = e

N
2
E2
−

EN−k
+√
1−E2

−
+ e

N
2
E2
+

EN−k
−√
1−E2

+

+ eNReE2
−O
(
1
N

)
. (4.15)

The next result gives the asymptotic behavior of I
(k)
N,a(E) for E ≥ 0, E ̸= 2.

Theorem 4.11.

(i) For E ∈ R we consider two complex paths:

γR := (−∞, E −R) ∪ CR ∪ (E +R,∞), CR := {E −Re−iθ}θ∈[0,π], R > 0 (4.16)

R− ic := {x− ic}x∈R, c > 0. (4.17)

Then, for all R > 0 and c > 0 we have

lim
ε→0+

I
(k)
N,a =

√
N√
2π

ˆ
γR

da e−
N
2
a2 1

(E − a)N+k
a

=

√
N√
2π

ˆ
R−ic

da e−
N
2
a2 1

(E − a)N+k
a.
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(ii) For E > 2 we have, as N →∞,

I
(k)
N,a(E) = e−

N
2
E2

−E−
EN+k

−√
1− E2

−

[
1 +O

(
1
N

)]
. (4.18)

(iii) For 0 < E < 2 we have, as N →∞,

I
(k)
N,a(E) = e−

N
2
E2
−E−

EN+k
−√
1− E2−

+ eNReE2
−O
(
1
N

)
. (4.19)

Proof.

(i) exercise: use the fact that the function z 7→ e−
N
2
z2(E+iε−z)−N−k is analytic on C\{E+iε}.

(ii) Fix E > 2. We study the function

f(a) :=
a2

2
+ ln(E − a).

We compute

f ′(a) = a− 1

E − a
=
a2 − Ea+ 1

a− E
, f ′′(a) = 1− 1

(E − a)2
.

The critical points are real: a = E±. If we consider f as a function on R, f has a local minimum
in E−, a local maximum in E+ and converges to −∞ as a→ E. To ensure our integration path
reaches a critical point we use the contour γR. Our goal is to choose R such that Ref along the
path γR has a unique global minimum in a = E−. Therefore we study

H(θ) := Re f(E −Re−iθ) = lnR+
E2 − 2RE cos θ +R2 cos 2θ

2
.

We compute
H ′(θ) = R sin θ (E − 2R cos θ) .

Since R sin θ > 0 for all θ ∈ (0, π) we only need to study E − 2R cos θ. This function is strictly
positive on (0, π) if E − 2R > 0, i.e. R < E

2 . In this case we obtain H ′(θ) > 0 on (0, π) and
hence H(θ) ≥ H(0) = Re f(E −R).
Since E− < E

2 we can set R := E−. With this choice H(θ) ≥ f(E+) which is a local max for f
on R, and hence Re f along γE− admits a unique global minimum in E−. Moreover f ′′(E−) =
1− E2

− > 0. The result now follows from Theorem 4.10.

(iii) Fix 0 ≤ E < 2. The critical points are complex: a = E±. Only E− lies in C−. In this case it

is more convenient to use the contour R− ic with c :=
√
1− E2

4 . Therefore we study

H(a) := Re f(a− i
√
1− E2

4
).

For E2 < 32
9 this function admits a unique global minimum in a = E

2 and H ′′(E2 ) = Re f ′′(E−) =
Re (1− E2−) > 0 (exercise). In this case the result follows from Theorem 4.10.
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For 32
9 < E2 < 2 the point E

2 becomes a local minimum while the global minimum moves to
a = E. This happens because we are approaching the real axis and hence the pole. To solve the

problem we can perform a contour rotation a− i
√
1− E2

4 → ae−iθ − i
√
1− E2

4 (for details see

Disertori: Density of states for GUE through supersymmetric approach).

Corollary 4.12.

(i) IN (E) := limε→0+ IN (E + iε) is well defined.

(ii) For E > 2 we have, as N →∞,

IN (E) = E− +O

(
1

N

)
,

(iii) For 0 ≤ E < 2 we have, as N →∞,

IN (E) = E− +O

(
1

N

)
.

Proof. To prove (i) we multiply the corresponding formulas for I
(k)
N,a and I

(k)
N,b.

(ii) We compute

I
(k)
N,a(E)I

(k)
N,b(E) = E−

EN−k
+ EN+k

−
(1−E2

−)
+O

(
1
N

)
= E−

E2k
−

(1−E2
−)

+O
(
1
N

)
.

Hence

IN (E) = I
(0)
N,a(E)I

(0)
N,b(E)− I(1)N,a(E)I

(1)
N,b(E) = E−

1−E2
−

1−E2
−
+O

(
1
N

)
= E− +O

(
1
N

)
.

(iii) We compute

I
(k)
N,a(E)I

(k)
N,b(E) = E−√

1−E2
−
e−

N
2
E2
−EN+k

−

[
e
N
2
E2
−

EN−k
+√
1−E2

−
+ e

N
2
E2
+

EN−k
−√
1−E2

+

]
+O

(
1
N

)
= E−

[
E2k
−

1−E2
−
+ e

N
2
(E2

+−E2
−) E2N

−√
1−E2

+

√
1−E2

−

]
+O

(
1
N

)
.

Hence

IN (E) = I
(0)
N,a(E)I

(0)
N,b(E)− I(1)N,a(E)I

(1)
N,b(E) = E−

1−E2
−

1−E2
−
+O

(
1
N

)
= E− +O

(
1
N

)
.

Remark 1

(iii)⇒ ρN (E) = 1
π

√
1− E2

4 +O
(
1
N

)
for E ∈ (−2, 2).

The limit is called semi-circle law.

(ii)⇒ ρN (E) = 0 +O
(
1
N

)
for |E| > 2. More precise extimates show

ρN (E) ∝ e−Ng(E),

where the function g(E) is known explicitely.
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Remark 2 limE→2−

√
1− E2

4 = 0. Setting E = 2− t
N2β with t > 0 β > 0, we get√

1− E2

4
= O

(
1

Nβ

)
.

A more careful asymptotic analysis of the integral gives, for 0 < β < 1
3 ,

ρN

(
2− t

N2β

)
=

1

π

√
1− E2

4
+O

(
1

N1−2β

)
.

For 0 < β < 1
3 the first term is still dominant. For β ≥ 1

3 the first term is as small as the
correction so we have to change the formulation.
Setting E = 2− t

N
2
3
with t ∈ R one can prove (see Disertori: Density of states for GUE through

supersymmetric approach).

ρN

(
2− t

N
2
3

)
= O

(
1

N
1
3

)
=

1

N
1
3

F (t) +O

(
1

N
2
3

)
,

where F (t) can be explicitely written in terms of Airy functions and F (0) ̸= 0.

Application 2: averaged DOS for band matrices. Recall the definition of random band
matrix H ∈ CΛ×Λ

herm, with Λ = [−L,L]d ∩ Zd, in Section 4.3, and consider the covariance

Jjk := (−W 2∆+ 1)−1
jk

where −∆ is the lattice Laplacian with periodic boundary conditions at the boundary of Λ. This
matrix satisfies Jjk > 0 ∀j, k and J > 0 as a quadratic form. Moreover

0 < Jjk = f(|j − k|) ≤ PW (|j − k|)e−
|j−k|
W ,

where PW (|j−k|) is a prefactor (with at most polynomial growth) depending on the dimension.
For example in d = 3 PW (|j − k|) ∝ 1

W 2(1+|j−k|) .

We want to study

ρΛ(E) := − 1

π
lim
ε→0+

1

|Λ|
ImE

[
tr (E + iε−H)−1

]
where, using Theorem 4.9,

1

|Λ|
E
[
tr (E + iε−H)−1

]
=

ˆ
R2Λ

(
da db

2π

)Λ

e−
1
2
((a,J−1a)+(b,J−1b))

∑
j0
(J−1a)j0
|Λ|

∏
j

(E+iε−ibj)
(E+iε−aj)

det
(
J−1 −D

)

= 1
|Λ|

∑
j0

ˆ
R2Λ

(
da db

2π

)Λ

e−
1
2
((a,J−1a)+(b,J−1b))aj0

∏
j

(E+iε−ibj)
(E+iε−aj)

det
(
J−1 −D

)

=

ˆ
R2Λ

(
da db

2π

)Λ

e−
1
2
((a,J−1a)+(b,J−1b))a0

∏
j

(E+iε−ibj)
(E+iε−aj)

det
(
J−1 −D

)
,
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where

D = diag {Dj}j∈Λ, Dj := 1− 1

(E + iε− aj)(E + iε− ibj)
,

in the third line we used ∑
j0

(J−1a)j0 =W 2(1,−∆a) +
∑
j0

aj0

together with −∆ 1 = 0 and in the last line we used translation invariance. Note that

e−
1
2
(a,J−1a) = e−

W2

2

∑
|j−k|=1(aj−ak)2e−

1
2

∑
j a

2
j .

Hence, if we assume W ≫ 1, this function is very small whenever |aj − ak| > 1√
W

for some

nearest neighbor pair j, k. Therefore we expect the integration measure to concentrate near the
configuration aj = a and bj = b ∀j. Fixing Λ we compute

lim
W→∞

ˆ
R2Λ

(
da db

2π

)Λ

e−
1
2
((a,J−1a)+(b,J−1b))a0

∏
j

(E+iε−ibj)
(E+iε−aj)

det
(
J−1 −D

)
=

ˆ
R

da db

2π
e−

|Λ|
2
(a2+b2)a

(
(E+iε−ib)
(E+iε−a)

)|Λ|(
1− 1

(E + iε− a)(E + iε− ib)

)
.

The last integral is the dual representation we obtained in the GUE case. We studied the
corresponding asymptotic as N = |Λ| → ∞ in the previous section. Our problem is to prove a
similar result fixing W (it may depend on N) and taking the limit N = |Λ| → ∞ first. This is
done via a combination of cluster expansion (to reduce the main computation to a finite volume
Λ0 independent of Λ) plus saddle analysis in the finite volume Λ0.

[20: 20.12.2024]
[21: 07.01.2025]

5 Supersymmetry

5.1 Linear transformations on complex supervectors

Remember that C0(R;C) is the set of continuous functions vanishing at infinity.

Lemma 5.1. Let f ∈ C1(R;C) ∩ C0(R;C) with f, f ′ ∈ L1(R) and Let ψ,ψ be Grassmann
variables. Then ˆ

dφdφ

2π
dψdψ f(φφ+ ψψ) = f(0).

Proof. We prove first that the integral above is well defined. Since (ψψ)2 = 0 we have

f(φφ+ ψψ) = f(φφ) + f ′(φφ)ψψ. (5.1)

Therefore we only need to check thatˆ
C
dφdφ|f (k)(φφ)| <∞ k = 0, 1.

We argue, using dφdφ = 2dx dy with φ = x+ iy,
ˆ
C
dφdφ|f (k)(φφ)| = 2π

ˆ ∞

0
2rdr |f (k)(r2)| = 2π

ˆ ∞

0
du |f (k)(u)| <∞.
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To prove the lemma we argue

ˆ
dφdφ

2π
dψdψ f(φφ+ ψψ) =

ˆ
C

dφdφ

2π
∂ψ∂ψ

[
f(φφ) + f ′(φφ)ψψ

]
= −

ˆ
C

dφdφ

2π
f ′(φφ) = −

ˆ ∞

0
2rdr f ′(r2) = f(0).

Remark. The following two examples show that the argument above works only if we have
perfect grading, i.e. the same number of bosonic and fermionic variables.

Example 1: 4 fermionic and 2 bosonics variables. Assume f ∈ C2 f, f ′, f ′′ ∈ L1(R) and
f ′ ∈ C0(R;C) Let ψ1, ψ1, ψ2, ψ2 be four Grassmann variables. We compute

f(φφ+ ψ1ψ1 + ψ2ψ2) = f(φφ) + f ′(φφ) (ψ1ψ1 + ψ2ψ2) + f ′′(φφ) ψ1ψ1 ψ2ψ2.

Hence ˆ
C

dφdφ

2π
∂ψ1

∂ψ1∂ψ2
∂ψ2f(φφ+ ψ1ψ1 + ψ2ψ2) =

ˆ
dφdφ

2π
f ′′(φφ) = f ′(0) ̸= f(0).

Example 2: 2 fermionic and 4 bosonic variables. Assume f(x), xf ′(x) ∈ L1 and xf ∈
C0(R;C). We compute

ˆ
C2

dφ1dφ1dφ2dφ2

(2π)2
∂ψ∂ψf(

2∑
j=1

φjφj + ψψ) = −
ˆ
C2

dφ1dφ1dφ2dφ2

(2π)2
f ′(φ1φ1 + φ2φ2)

= − 4

(2π)2
|S3|
ˆ ∞

0
dr r3f ′(r2)) = − 2

(2π)2
|S3|
ˆ ∞

0
du uf ′(u) =

2

(2π)2
|S3|
ˆ ∞

0
du f(u) ̸= f(0).

One-parameter groups of transformations Remember that a linear transformation on
Φ ∈ Gm|n is represented by a supermatrix. For a given X ∈ A(m|n)×(m|n) we consider the
function

R : R → A(m|n)×(m|n)

t 7→ R(t) := etX .

This function defines an abelian group. Moreove R is smooth with R′(0) = X.

Definition 5.2. Let X ∈ A(m|n)×(m|n) be a given supermatrix.

(i) X = R′(0) is called the (infinitesimal) generator of the group t 7→ R(t).

(ii) The infinitesimal generator X =

(
a σ
ρ b

)
is called

(a) even if σ = 0 = ρ,

(b) odd if a = 0 = b.
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(iii) Let φ1, . . . , φm ∈ C, ψ1, ψ1, . . . , ψn, ψn a family of generators for G and remember

Φ =

(
φ
ψ

)
, Φ =

(
φ

ψ

)
, Φ

∗
=
(
φ, ψ.

)
.

The group R acts on Φ via

Φ(t) := etXΦ, Φ∗(t) := Φ∗etX
∗
.

Lemma 5.3. Consider the group t 7→ R(t) = etX

(i) We have

d

dt
Φ(t)|t=0 = XΦ =: dΦ =

(
dφ
dψ

)
,

d

dt
Φ(t)|t=0 = X Φ =: dΦ =

(
dφ

dψ

)
.

(ii) For any function F (Φ,Φ) regular enough we have

d

dt
F (Φ(t),Φ(t))|t=0 =

m∑
j=1

(
dφj∂φj + dφj∂φj

)
F +

n∑
l=1

(
dψl∂ψl + dψl∂ψl

)
F.

(iii) Assume now X is odd.

(a) R(t) leaves the function Φ∗Φ invariant ⇔ R(t) is unitary i.e. R(t)∗R(t) = 1 ∀t ∈ R
⇔ X∗ = −X ⇔

X =

(
0 α
α∗ 0

)
(b) Assume R(t) = etX with X as above. Then

d

dt
F (Φ(t),Φ(t))|t=0 =

m∑
j=1

n∑
l=1

(αjlDjl + αjlDjl) F,

where we defined

Djl := ψl∂φj − φj∂ψl , Djl := ψl∂φj + φj∂ψl . (5.2)

Proof.
(i)(ii) exercise

(iii)(a) We argue Φ∗(t)Φ(t) = Φ∗Φ ∀t ⇔ X∗ = −X. Since(
0 σ
ρ 0

)t
=

(
0 ρ∗

−σ∗ 0

)
,

we obtain σ = −ρ∗ and ρ = σ∗. The first condition follows from the second. The result follows
setting σ = α.

(iii)(b) The result follows from

dφj = (αψ)j =
n∑
l=1

αjlψl, dφj = (αψ)j =
n∑
l=1

αjlψl

dψl = (α∗φ)l =
m∑
j=1

αjl φj , dψl = (−αtφ)l = −
m∑
j=1

αjlφj
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In the following we concentrate on the case m = n (perfect grading) and ρjl = δjlρj , hence

Dj := Djj = ψj∂φj − φj∂ψj , Dj := Djl := ψj∂φj + φj∂ψj . (5.3)

In this case we can reorganize the supervector as Φ = {Φj}j=1,...,n with

Φj =

(
φj
ψj

)
, Φj =

(
φj
ψj

)
, Φ

∗
j =

(
φj , ψj

)
,

and

(R(t)Φ)j = Rj(t)Φj , Rj(t) = etXj , Xj =

(
0 αj
αj 0

)
∈ A(1|1)×(1|1).

Definition 5.4. Consider the unitary rotation R(t) = {Rj(t)}nj=1 introduced above.

(i) R(t) is called a local rotation. The action of the infinitesimal transformation on a function
is given by

d

dt
F (Φ(t),Φ(t))|t=0 =

m∑
j=1

n∑
l=1

(αjDj + αjDj)F,

(ii) If Rj = R = etX with X =

(
0 α
α 0

)
for all j, we call R(t) a global rotation. Then the

action of the infinitesimal transformation on a function is given by

d

dt
F (Φ(t),Φ(t))|t=0 = αDF + αDF, D :=

n∑
j=1

Dj , D :=
∑
j

Dj .

Proposition 5.5 (properties of Dj).

(i) Consider Φj(t) := etXj with Xj defined above. We have Φj(t)
∗Φj(t) = Φ∗

jΦj ∀t and

Dj Φ
∗
jΦj = 0 = Dj Φ

∗
jΦj .

(ii) Consider a global rotation Φj(t) := etX with X defined above. We have Φ∗
j (t)Φk)(t) =

Φ∗
jΦk ∀t, ∀j, k = 1, . . . n and DΦ∗

jΦk = 0 = DΦ∗
jΦk.

(iii) Let F (Φ,Φ) be a function

F (Φ,Φ) =
∑

IJ⊂{1,...,n}

vIJ(φ,φ)ψ
Iψ

J
=

∑
IJ⊂{1,...,n}

gIJ(x, y)ψ
Iψ

J
,

where φj = xj + iyj . Assume gIJ ∈ C1(R2n) ∩ C0(R2n) and ∂xgIJ , ∂ygIJ ∈ L1(R2n). Then

ˆ
dΦ∗

jdΦj DjF = 0 ∀j = 1, . . . , n.

Proof.
(i)(ii) exercise

(iii) We have ˆ
dΦ∗

jdΦj DjF =

ˆ
C

dφdφ

2π
∂ψj

∂ψj DjF.
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We compute
∂ψj

∂ψj DjF = ∂ψj
∂ψj (ψj∂φj − φj∂ψj )F = ∂φj∂ψj

∂ψj (ψjF ).

The result now follows fromˆ
C
dφdφ∂φjvIJ(φ,φ) =

ˆ
R2

2dxjdyj
1

2

(
∂xj − ∂yj

)
vIJ(φ(x, y), φ(x, y)) = 0.

Remark. In (iii) we need gIJ differentiable to ensure DjF is well defined, ∂xgIJ , ∂ygIJ ∈
L1(R2n) to ensure ∂φj∂ψj

DjF ∈ L1(R2n) and gIJ ∈ C0(R2n) to ensure that
´
dΦ∗

jdΦj DjF = 0.

Note that we do not really need ∂xgIJ , ∂ygIJ to be continuous.
[21: 07.01.2025]
[22: 10.01.2025]

Theorem 5.6 (localization theorem I). Let F (Φ,Φ) be a function

F (Φ,Φ) =
∑

IJ⊂{1,...,n}

vIJ(φ,φ)ψ
Iψ

J
=

∑
IJ⊂{1,...,n}

gIJ(x, y)ψ
Iψ

J
,

where φj = xj + iyj . Assume

(a) gIJ ∈ C1(R2n) ∩ L∞(R2n) ∩ L1(R2n), |φ|2gIJ ∈ L1(R2n), |φ|gIJ ∈ C0(R2n) and ∂(φgIJ) ∈
L1(R2n),

(b) DF = 0.

Then ˆ
(dΦ∗dΦ)n F = F (0), (5.4)

where we defined

(dΦ∗dΦ)n :=
n∏
j=1

dφjdφj

2π
dψjdψj .

Example Consider a function f : Cn2 → C such that

• f is analytic in each variable zij separately.

• The function h(x, y) :=
∏
ij ∂

nij
zij f(z)zij=φiφj with φ = x+ iy, satisfies the assumptions (a)

of the theorem above.

Then DF
(
{Φ∗

iΦj}nij=1

)
= 0 and

ˆ
(dΦ∗dΦ)n f

(
{Φ∗

iΦj}nij=1

)
= f(0).

Proof of Theorem 5.6. We define, for t ≥ 0,

I(t) :=

ˆ
(dΦ∗dΦ)n e−tΦ

∗ΦF (Φ,Φ).
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For t = 0 we recover the integral we want to study.

• We show that I ′(t) = 0. We compute

I ′(t) = −
ˆ
(dΦ∗dΦ)n e−tΦ

∗ΦΦ∗Φ F (Φ,Φ).

This integral is well defined also for t = 0 since |φ|2gIJ ∈ L1(R2n). Note that

Φ∗
jΦj = Dj(−φjψj), hence Φ∗Φ =

∑
j

Φ∗
jΦj = Dλ, λ := −

∑
j

φjψj .

Therefore

I ′(t) = −
ˆ
(dΦ∗dΦ)n (Dλ) e−tΦ

∗ΦF (Φ,Φ) = −
ˆ
(dΦ∗dΦ)n D

(
λe−tΦ

∗ΦF (Φ,Φ)
)
,

where we used D
(
e−tΦ

∗ΦF (Φ,Φ)
)
= 0. The result now follows from Prop 5.5.

• Since I ′(t) = 0 we have
I = I(0) = lim

t→∞
I(t).

We compute, by scaling,

I(t) =

ˆ
(dΦ∗dΦ)n e−tΦ

∗ΦF (Φ,Φ) =

ˆ
(dΦ∗dΦ)n e−Φ∗ΦF (

1√
t
Φ,

1√
t
Φ).

Note that dΦ∗dΦ is scale invariant because we have perfect grading. We have

F (
1√
t
Φ,

1√
t
Φ) =

∑
IJ⊂{1,...,n}

1
√
t
|I|+|J | vIJ

(
1√
t
φ,

1√
t
φ

)
ψIψ

J
.

By the assumptions on F the function vIJ is bounded, hence

CIJ := sup
t≥0

ˆ
(dφdφ)n|vIJ

(
1√
t
φ,

1√
t
φ

)
| e−φφ ≤ ∥vIJ∥L∞

ˆ
(dφdφ)n e−φφ <∞ ∀I, J,

and therefore all contributions with |I|+ |J | ≥ 1 vanish in the limit t→∞. Using∏
j

∂ψj
∂ψje

−ψψ = 1,

and

lim
t→∞

vIJ

(
1√
t
φ,

1√
t
φ

)
= vIJ(0, 0) pointwise ∀I, J,

we obtain by dominated convergence

lim
t→∞

I(t) = lim
t→∞

ˆ
Cn

(
dφdφ

2π

)n
e−φφF

( 1√
t
φ,

1√
t
φ, 0, 0

)
= F (0)

ˆ
Cn

(
dφdφ

2π

)n
e−φφ = F (0).

Remark. We need gIJ ∈ L1(R2n) to ensure the starting integral is well defined, gIJ differen-
tiable to ensure DjF is well defined and ∂(φgIJ) ∈ L1(R2n) to ensure the integral I ′(t) is well
defined for all t ≥ 0. . Finally we need |φ|gIJ ∈ C0(R2n)(R2n) to ensure

´
Dj

(
λe−tΦ

∗ΦF
)
= 0.

Note that we do not really need ∂xgIJ , ∂ygIJ to be continuous.
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5.2 Linear transformations on real supervectors

We consider now the real Grassmann algebra G = GR[ψ1, . . . , ψN ].

Definition 5.7. For m,n ≥ 1 we consider the real vector space Gm|2n of all supervectors Φ of
the form

Φ =



x1
...
xm
ξ1
η1
...
ξn
ηn


with x1, . . . xm ∈ Geven and ξ1η1, . . . ξnηn ∈ Godd.

We endow this space with the bilinear form

· : Gm|2n × Gm|2n → Geven
(Φ,Φ′) → Φ · Φ′ :=

∑m
j=1 xjx

′
j +

∑n
l=1(ξ

′
lηl + ξlη

′
l)

Lemma 5.8.

(i) · is symmetric Φ · Φ′ = Φ′ · Φ.

(ii) It holds Φ · Φ =
∑m

j=1 x
2
j + 2

∑n
l=1 ξlηl. Moreover body(Φ · Φ) ≥ 0 and

body(Φ · Φ) = 0⇔ body(xj) = 0∀j = 1, . . . ,m.

Proof.
(i) This follows from ξ′lηl + ξlη

′
l = ξlη

′
l + ξ′lηl.

(ii) The statement follows from body(Φ · Φ) =
∑m

j=1 body(xj)
2.

Remark. Note that Φ · Φ = 0 does not imply Φj = 0.

We restrict now the the casem = 2n (perfect grading). In this case we can reformulate Φ ∈ G2n|2n
as Φ = {Φj}nj=1 with

Φ =


xj
yj
ξj
ηj

 ∈ G2|2.
The corresponding bilinear form is

Φj · Φk := xjxk + yjyk + ξjηk + ξkηj .

We can reformulate Φ =


x
y
ξ
η

 ∈ G2|2 = G2|2R in terms of two complex supervectors Φc,Φc ∈ G′1|1,

where G′ = G′C is a complex Grassmann algebra, as follows. Setting

φ := x+ iy, φ := x− iy
ψ := ξ + η, ψ := ξ − η,
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we define

Φc :=

(
φ
ψ

)
, Φ∗

c :=
(
φ ψ

)
.

We compute

Φ∗
cΦc = φφ+ ψψ = x2 + y2 + 2ξη = Φ · Φ (5.5)

Φ∗
cΦ

′
c +Φ′∗

cΦc = φφ′ + φ′φ+ ψψ′ + ψ
′
ψ = 2(xx′ + yy′ + ξη′ + ξ′η) = 2Φ · Φ′.

The inverse transformation is defined via

x :=
φ+ φ

2
, iy :=

φ− φ
2

ξ :=
ψ + ψ

2
, η :=

ψ − ψ
2

.

Remember that, setting Φc(t) := etXΦc with X =

(
0 α
α 0

)
∈ A(1|1)×(1|1), we have

d

dt
Φ∗
c(t)Φc(t) = 0

and

dΦc = XΦc =

(
dφ
dψ

)
=

(
αψ
αφ

)
, dΦc =

(
dφ

dψ

)
=

(
αψ
−αφ

)
.

Definition 5.9. We define

t 7→ Φ(t) =


x(t)
y(t)
ξ(t)
η(t)


via

x(t) :=
φ(t) + φ(t)

2
, iy(t) :=

φ(t)− φ(t)
2

ξ(t) :=
ψ(t) + ψ(t)

2
, η(t) :=

ψ(t)− ψ(t)
2

.

Proposition 5.10. Set β := α+α
2 β̃ := α−α

2 . The following statements hold.

(i) It holds

d

dt
Φ(t)|t=0 =


dx
dy
dξ
dη

 =


βξ + β̃η

−i
(
β̃ξ + βη

)
−β̃x+ βiy

βx− β̃iy

 .

(ii) d
dtΦ(t) · Φ(t) = 0 ∀t.

(iii) For any function F (Φ) regular enough we have d
dtF (Φ(t))|t=0 = (βD + β̃D̃)F, with

D := ξ∂x − iη∂y + iy∂ξ + x∂η

D̃ = η∂x − iξ∂y − x∂ξ − iy∂η.

(iv)
´
R2 dxdy∂ξ∂ηDF =

´
R2 dxdy∂ξ∂ηD̃F = 0

Proof. exercise
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Remark. We can generalize the results above to n supervectors Φ1, . . .Φn ∈ G2|2R as follows
(exercise).

(i) It holds

d

dt
Φj(t)|t=0 =


dxj
dyj
dξj
dηj

 =


βjξj + β̃jηj

−i
(
β̃jξj + βjηj

)
−β̃jxj + βjiyj
βjxj − β̃jiyj

 , j = 1, . . . , n.

(ii) d
dtΦj(t) · Φj(t) = 0 ∀t and ∀j = 1, . . . , n. Moreover, if βj = β and β̃j = β̃ ∀j we also have

d

dt
Φj(t) · Φk(t) = 0 ∀t ∈ R, ∀j, k = 1, . . . , n.

(iii) For any function F (Φ1, . . . ,Φn) regular enough we have

d

dt
F (Φ(t))|t=0 =

n∑
j=1

(βjDj + β̃jD̃j)F,

with

Dj := ξj∂xj − iηj∂yj + iyj∂ξj + xj∂ηj

D̃j = ηj∂xj − iξj∂yj − xj∂ξj − iyj∂ηj .

Moreover, if βj = β and β̃j = β̃ ∀j we also have

d

dt
F (Φ(t))|t=0 = β

( n∑
j=1

Dj

)
F + β̃

( n∑
j=1

D̃j

)
F.

(iv)
´
R2 dxjdyj∂ξj∂ηjDjF =

´
R2 dxjdyj∂ξj∂ηjD̃jF = 0.

Theorem 5.11 (localization theorem II). Let F (Φ) = F (Φ1, . . . ,Φn) be a function

F (Φ) =
∑

IJ⊂{1,...,n}

vIJ(x, y)ξ
IηJ .

Assume

(a) vIJ ∈ C1(R2n) ∩ L∞(R2n) ∩ L1(R2n), |(x, y)|2gIJ ∈ L1(R2n), |(x, y)|gIJ ∈ C0(R2n),
∂xk(xjgIJ) ∈ L1(R2n), ∂yk(xjgIJ) ∈ L1(R2n), ∂xk(yjgIJ) ∈ L1(R2n), ∂yk(yjgIJ) ∈ L1(R2n),

(b) DF =
(∑n

j=1Dj

)
F = 0.

Then ˆ
(dΦ)n F = F (0), (5.6)

where we defined

(dΦ)n :=
n∏
j=1

dxjdyj
2π

dξjdηj .

Proof. exercise

[22: 10.01.2025]
[23: 14.01.2025]
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6 The H2|2 model

6.1 Motivation: random walks with memory

Definition 6.1. Let Λ ⊂ Zd a finite or infinite set and EΛ = {e = {i, j}|i ̸= j ∈ Λ} the set of
unordered pairs (undirected edges).

(i) Let W = {We}e∈EΛ
⊂ [0,∞)EΛ be a family of non-negative weights such that Wi :=∑

j∈Λ\{i}Wij satisfies 0 < Wi < ∞ ∀i ∈ Λ. We define for each i ̸= j pij :=
Wij

Wi
. In

particular pij ∈ [0, 1] and
∑

j∈Λ\{i} pij = 1 ∀i ∈ Λ.

The random walk (RW) on Λ in the environment W is a countable family of random
variables X = {Xn}n∈N ∈ ΛN where n is a discrete time and Xn can be seen as the position
of the random walker at time n. The time evolution is defined as follows. Setting X0 = i0
the starting point, the probability the random walker follows the trajectory i0, . . . , in up to
time n is

PWi0 (Xn = in, Xn−1 = in−1, . . . , X0 = i0) := pi0i1pi1i2 · · · pin−1in .

The random walk is simple if Wij = W1|i−j|=1. In this case we have pij =
1
2d1|i−j|=1, for

Λ = Zd.

(ii) Let dµ(W ) be a probability measure on [0,∞)EΛ such that 0 < Wi <∞ ∀i ∈ Λ µ−almost
surely. The random walk in random environment (RWRE) on Λ starting at i0 with mixing
measure µ is a countable family of random variables X = {Xn}n∈N ∈ ΛN such that

Pi0 (Xj = ij∀j = 1, . . . n) :=

ˆ
[0,∞)EΛ

dµ(W ) PWi0 (Xj = ij∀j = 1, . . . n) .

(iii) Let a = {ae}e∈EΛ
⊂ [0,∞)EΛ such that 0 <

∑
j∈Λ\{i} aij < ∞ ∀i ∈ Λ. We introduce n−

depedent weights

We(n) :=

{
0 if ae = 0

ae + Te(n) if ae > 0

where Te(n) is the number of s the walker has crossed e (in any direction) up to time n.
Setting Wi(n) :=

∑
j∈Λ\{i}Wij(n) we define the time-dependent crossing probabilities

pij(n) :=
Wij(n)

Wi(n)
.

The linearly edge-reinforced random walk (ERRW) is a countable family of random vari-
ables X = {Xn}n∈N ∈ ΛN such that

PERRWi0 (Xj = ij∀j = 1, . . . n) := pi0i1(1)pi1i2(2) · · · pin−1in(n− 1).

For more random walk models with reinforcement see also the review by G. Kozma Reinforced
random walk https://arxiv.org/abs/1208.0364.

Remark 1 The behavior of a random walk in a random environment is determined by the
mixing measure dµ.
For example, if the measure is supported near Wij = W1|i−j|=1 then X behaves as a simple
random walk.
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Remark 2 The random walk has no memory: the conditional probability

PWi0 (Xn+1 = j |Xn = i,Xn−1 = in−1, . . . , X0 = i0)

=
PWi0 (Xn+1 = j,Xn = i,Xn−1 = in−1, . . . , X0 = i0)

PWi0 (Xn = i,Xn−1 = in−1, Xn−1 = in−1, . . . , X0 = i0)
= pinin+1

does not depend on {Xj}n−1
j=0 . The random walk in a random environment and the edge-reinforced

random walk are both history-dependent. In particular the ERRW is more likely to cross edges
it has already crossed in the past (reinforcement towards the past).

Theorem 6.2. Let EaΛ := {e ∈ EΛ| ae > 0}.
Assume Λ ⊂ Zd is finite and (Λ, EaΛ) is a connected graph.
Then the ERRW is a RW in a random environment. Precisely

PERRWi0 (Xj = ij∀j = 1, . . . n) =

ˆ
dµ(ω) Pωi0 (Xj = ij∀j = 1, . . . n) ,

where the random weights are parametrized as ωij = 1{i,j}∈EaΛWije
ui+uj , whereW = {We}e∈Eaµ ∈

[0,∞)E
a
µ , u = {uj}j∈Λ ∈ RΛ, and we defined

dµ(ω) :=
∏
e∈EaΛ

dγae(We) dµ
W
Λ,i0(u),

where

dγae(We) :=
dWe

Γ(ae)
W−1+ae
e e−We1We>0

dµWΛ,i0(u) := dδ(ui0)
∏

j∈Λ\{i0}

duj√
2π
e−uje−F

W
Λ (∇u)√deti0i0 (AΛ(u)),

FWΛ (∇u) :=
∑

{ij}∈EaΛ

Wij(cosh(ui − uj)− 1)

and AΛ(u) ∈ RΛ×Λ is defined via

AΛ(u)ij := −1{ij}∈EaΛWije
ui+uj + 1i=j

∑
k∈Λ\{i}

Wike
ui+uk .

Finally deti0i0A is the determinant of the matrix obtained by removing the row and column i0
from A.

Proof. See C. Sabot, P. Tarrés: Edge-reinforced random walk, vertex-reinforced jump process
and the supersymmetric hyperbolic sigma model J. Eur. Math. Soc. 17, 2353–2378.

Remark. The weighted Laplacian −∆ω
Λ on Λ is defined by

(−∆ω
Λ)ij = −1i ̸=jωij + 1i=j

∑
k∈Λ\{i}

ωik.

Hence AΛ(u) = −∆ω
Λ with weights ωij = 1{ij}∈EaΛWije

ui+uj . The matrix restricted to Λi0 :=
Λ \ {i0} can be written as

AΛ(u)|Λi0×Λi0
= −∆ω

Λi0
+ m̂ ∈ RΛi0×Λi0 ,
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with
m̂ij = δijWii0e

ui .

Note that, since We > 0 γae−almost surely we have EaΛ = EWΛ and the graph (Λ, EWΛ ) is
connected almost surely. We compute for φ ∈ RΛ\{i0},

(φ, (−∆ω
Λi0

+ m̂)φ) =
∑

{ij}∈EW
Λ\{i0}

Wije
ui+uj (φi − φj)2 +

∑
j∈Λ\{i0}

Wii0e
uiφ2

i ≥ 0.

Therefore deti0i0AΛ(u) ≥ 0. We show now that the determinant is strictly positive. Indeed
(φ, (−∆ω

Λi0
+ m̂)φ) = 0 iff

• φi = φj ∀i ̸= j ∈ Λi0 such that Wij > 0, and

• φj = 0 ∀j ∈ Λi0 such that Wji0 > 0.

Since (Λ, EWΛ ) is a connected graph almost surely, the above conditions hold only for φ = 0.
Hence deti0i0AΛ(u) > 0.

Theorem 6.3. Let Λ ⊂ Zd be a finite set.
Let W = {We}e∈EΛ

∈ [0,∞)EΛ and ε = {εj}j∈Λ ∈ [0,∞)Λ be two family of weights such that
(Λ, EWΛ ) is a connected graph and

∑
j∈Λ εj > 0.

We define

FWΛ (∇u) :=
∑

{ij}∈EWΛ

Wij(cosh(ui − uj)− 1) (6.1)

M ε
Λ(u) :=

∑
j∈Λ

εj(cosh(uj)− 1) (6.2)

DΛ = DΛ(u) := −∆ω(u)
Λ + ε̂eû ∈ RΛ×Λ (6.3)

where
ω(u)ij =Wije

ui+uj , ε̂ij = δijεj , eûij = δije
uj .

We consider the measure on RΛ

dρW,εΛ (u) :=
∏
j∈Λ

duj√
2π
e−uje−F

W
Λ (∇u)e−M

ε
Λ(u)

√
detDΛ(u). (6.4)

The following statements hold.

(i)
´
RΛ dρ

W,ε
Λ (u) = 1 ∀W, ε such that (Λ, EWΛ ) is a connected graph and

∑
j∈Λ εj > 0.

(ii) dµWΛ,i0(u) = dδ(ui0)dρ
W,ε
Λ\{i0}(u) with εj :=Wji0 for all j ∈ Λ \ {i0}.

Proof.
(ii) follows by replacing ui0 = 0 is FWΛ (∇u) and M ε

Λ(u) and remarking that deti0i0AΛ(u) =
detDΛ\{i0}.

To prove (i) we need to reformulate
´
RΛ dρ

W,ε
Λ (u) as an integral over bosonic and fermionic

variables and then use the localization theorem 5.11. This will be done in the next section.

[23: 14.01.2025]
[24: 17.01.2025]
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6.2 A hyperbolic nonlinear sigma model

Remember that, in the classical O(N) model, the spin Sj at point j ∈ Λ is an element in the
Hilbert space (RN , ·), where · is the euclidean scalar product. The spin must satisfy in addition
the nonlinear constraint Sj · Sj = 1. The corresponding energy functional is

H(SΛ) =
1

2

∑
jk

Jjk|Sj − Sk|2 +
∑
j

hj · Sj = −
∑
jk

JjkSj · Sk +
∑
j

hj · Sj + const.

We replace now S ∈ RN with v ∈ G3|2 where G is a real Grassmann algebra i.e

v =


x
y
z
ξ
η

 x, y, z ∈ Geven ξ, η ∈ Godd. (6.5)

The euclidean scalar product is replaced by

(v, v′) := xx′ + yy′ − zz′ + ξη′ + ξ′η. (6.6)

This a a Grassmann extension of the classical Minkowski inner product in 2 space dimensions.
In particular we have

(v, v) = x2 + y2 − z2 + 2ξη.

Note that body((v, v)) may also be negative. The nonlinear contraint S · S = 1 is replaced by
(v, v) = −1. This holds iff

z2 = 1 + x2 + y2 + 2ξη.

Since body(1 + x2 + y2 + 2ξη) ≥ 1 we can define the square root of the above expression. Hence

(v, v) = −1 ⇔ z = ±
√

1 + x2 + y2 + 2ξη.

There are therefore 2 even (x, y) and 2 odd (ξ, η) independent variables (perfect grading). Note
that, without the Grassmann part we would obtain the standard hyperbolic plane H2.
For all v, v′ satisfying (v, v) = (v′, v′) = −1 we compute

(v − v′, v − v′) = −2(v, v′)− (v, v)− (v′, v′) = −2(1 + (v, v′)). (6.7)

Definition 6.4. We say that the vector v ∈ G3|2 belongs to the hyperbolic space H2|2 if

(v, v) = −1, and body(z) > 0.

Lemma 6.5.

(i) v ∈ H2|2 iff z =
√

1 + x2 + y2 + 2ξη.

(ii) For all v, v′ ∈ H2|2 it holds

(a) body((v − v′, v − v′)) ≥ 0 and

(b) body((v − v′, v − v′)) = 0 iff body(x) = body(x′) and body(y) = body(y′).
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Proof. We abbreviate x0 := body(x), y0 := body(y), z0 := body(z).

(i) (v, v) = −1 implies z = ±
√

1 + x2 + y2 + 2ξη. The result now follows from the constraint
z0 = body(z) > 0.

(ii)(a) Using (6.6) and (6.7) we have

body((v − v′, v − v′)) = −2body(1 + (v, v′)) = −2(1+body((v, v′))) = −2(1+x0x′0+y0y′0−z0z′0)

We show now that 1 + x0x
′
0 + y0y

′
0 − z0z′0 ≤ 0 and hence body((v − v′, v − v′)) ≥ 0. Indeed,

setting V0 := (1, x0, y0) and V
′
0 := (1, x′0, y

′
0) we argue

1 + x0x
′
0 + y0y

′
0 − z0z′0 = 1 + x0x

′
0 + y0y

′
0 −

√
1 + x20 + y20

√
1 + x′0

2 + y′0
2

= V0 · V ′
0 − |V0| |V ′

0 | ≤ 0,

where in the last line we used Cauchy-Schwarz.

(ii)(b) We have body((v − v′, v − v′)) = 0 iff V0 · V ′
0 − |V0| |V ′

0 | = 0 iff there exists a λ > 0 such
that V0 = λV ′

0 . Since the first components of V0, V
′
0 coincide, we must have V0 = V ′

0 . The result
follows.

Definition 6.6. Let Λ ⊂ Zd be a finite set.
Let W = {We}e∈EΛ

∈ [0,∞)EΛ and ε = {εj}j∈Λ ∈ [0,∞)Λ be two family of weights such that
(Λ, EWΛ ) is a connected graph and

∑
j∈Λ εj > 0.

With these parameters we define

dνW,εΛ (v) :=
∏
j∈Λ

dvj e
−HW,ε

Λ (v) (6.8)

where

dvj :=
dxjdyj
2π

dξjdηj
1

zj
HW,ε

Λ (v) :=
1

2

∑
{jk}∈EWΛ

Wjk(vj − vk, vj − vk) +
∑
j∈Λ

εj(zj − 1), (6.9)

and zj =
√

1 + x2j + y2j + 2ξjηj . We use the notation

⟨f⟩eucl :=
ˆ
dνW,εΛ (v)f(v).

Theorem 6.7. Under the same assumptions as above, the following statements hold.

(i)
∏
j

1
zj
e−H

W,ε
Λ (v) is integrable.

(ii)
´
dνW,εΛ (v) = 1

(iii)
〈∏

i,j∈Λ (1 + (vi − vj , vi − vj))mj
〉
eucl

= 1 ∀i, j ∈ Λ and mij ∈ R.

Proof.
(i) We integrate over xj , yj ∈ R. Hence

body(zj) =
√
1 + x2 + y2 ≥ 1, and zj = body(zj) +

1

body(zj)
ξjηj .
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Inserting this expansion in the formula

HW,ε
Λ (v) = −

∑
{jk}∈EWΛ

Wjk(1 + xjxk + yjyk − zjzk + ξjηk + ξkηj) +
∑
j∈Λ

εj(zj − 1),

we obtain ∏
j

1

zj
e−H

W,ε
Λ (v) =

∑
I,J⊂Λ

vIJ(x, y) ξ
IηJ

where vIJ is of the form

vIJ = e

∑
{jk}∈EW

Λ
Wjk(1+xjxk+yjyk−body(zj)body(zk))

e−
∑
j∈Λ εj(body(zj)−1) P (body(z))∏

j body(zj)
nj

for some polynome P in the variables z and some integers nj ≥ 0. Setting φj = (xj , yj) ∈ R2 we
can reformulate this as

vIJ = e

∑
{jk}∈EW

Λ
Wjk(1+φj ·φk−

√
1+|φj |2

√
1+|φk|2)

e−
∑
j∈Λ εj(

√
1+|φj |2−1) P (

√
1+|φj |2)∏

j(1+|φj |2)
nj
2

.

Since 1 + |φj |2 ≥ 1 we have

|P (
√

1+|φj |2)|∏
j(1+|φj |2)

nj
2

≤ C
∏
j

(1 + |φj |mj )

for some constant C > 0 and some powers mj ≥ 0. Let j0 be a point such that εj0 > 0, which
must exist since

∑
j εj > 0. Let T be a subset of EWΛ forming a spanning tree for Λ. T must

exist since (Λ, EWΛ ) is a connected graph. Using

1 + φj · φk −
√
1 + |φj |2

√
1 + |φk|2 ≤ 0,

√
1 + |φj |2 − 1 ≥ 0,

we can bound

|vIJ | ≤ e−εj0 (
√

1+|φj0 |2−1 )C
∏
j

(1 + |φj |mj )
∏

{jk}∈T

e−Wjk(
√

1+|φj |2
√

1+|φk|2−φj ·φk−1).

For each j ∈ Λ let γj be the unique path in the tree connecting j to j0. We use this paths to
endow Λ with a partial order as follows: for i ̸= j we say i < j if i ∈ γj . For each e ∈ T we write
e = (ie, je) where ie < je. With this notation

|vIJ | ≤ C e−εj0 (
√

1+|φj0 |2−1 )(1 + |φj0 |mj0 )
∏
e∈T

e−We(
√

1+|φie |2
√

1+|φje |2−φie ·φje−1)(1 + |φje |mje ).

Our goal is to use this bound to showˆ
R2Λ

∏
j

dφj |vIJ | <∞.

We perform the integral over φj ∈ R2 starting from the maximal elements j in Λ (the leaves of
the tree) and repeating recursively until we reach the minimal element j0 (the root of the tree).
The resul follows from the following two bounds.

I(φ′) :=

ˆ
R2

dφ e−W (
√

1+|φ|2
√

1+|φ′|2−φ·φ′−1)(1 + |φ|m) ≤ CW,m (1 + |φ′|m+1)

I0 :=

ˆ
R2

dφ e−ε(
√

1+|φ|2−1)(1 + |φ|m) ≤ C ′
ε,m,
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where CW,m, C
′
W,ε > 0 are some contants and m ≥ 0 is an integer. To prove the first bound we

argue √
1 + |φ|2

√
1 + |φ′|2 − φ · φ′ − 1 ≥ |φ|(

√
1 + |φ′|2 − |φ′|)− 1,

hence

I(φ′) ≤ eW
ˆ
R2

dφ e−W (
√

1+|φ′|2−|φ′|)|φ|(1 + |φ|m) = 2πeW
ˆ ∞

0
dr e−W (

√
1+|φ′|2−|φ′|)rr(1 + rm)

= 2πeW
1

W (
√

1 + |φ′|2 − |φ′|)
(C1 +

C2

Wm(
√
1 + |φ′|2 − |φ′|)m

)

We have (exercise) √
1 + |φ′|2 − |φ′| ≥ 1

2

1

1 + |φ′|
.

Hence
I(φ′) ≤ CW (1 + |φ′|)m+1.

To prove the second inequality we argue, using
√
1 + |φ|2 ≥ |φ|,

I0 ≤ eε
ˆ
R2

dφ e−ε|φ|(1 + |φ|m) = Cε,m.

(ii) Setting

Φj :=


xj
yj
ξj
ηj

 , Φ · Φ′ = xx′ + yy′ + ξjη
′
j + ξ′jηj ,

we have

zj =
√

1 + Φj · Φj , (vj , vk) = Φj · Φk −
√
1 + Φj · Φj

√
1 + Φk · Φk,

and

dvj = dΦj
1√

1 + Φj · Φj
.

Therefore ˆ
dνW,εΛ (v) =

ˆ
(dΦ)Λf({Φj · Φk}jk).

The function f satisfies the assumptions of Theorem 5.11. Hence

ˆ
dνW,εΛ (v) = f(0) = 1.

(iii) As in (ii) we use the localization theorem 5.11 The result follows from

(vj , vk) = Φj · Φk −
√
1 + Φj · Φj

√
1 + Φk · Φk = −1 for Φ = 0.

[24: 17.01.2025]
[25: 21.01.2025]
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6.3 Horospherical coordinates

Lemma 6.8. Let f ∈ C1(R) ∩ L1(R) and ξ, η two odd elements in a real Grassmann algebra.
Then ∀g ∈ C1(R) such that (fg)′ ∈ L1(R) and (fg) ∈ C0(R) it holds

ˆ
R
dx f(x) =

ˆ
R
dx f(x+ ξηg(x)) (1 + ξηg′(x)).

Proof. We compute
f((x+ ξηg(x)) = f(x) + ξηf ′(x)g(x),

hence

f(x+ ξηg(x)) (1 + ξηg′(x)) = f(x) + ξη (f ′(x)g(x) + f(x)g′(x)) = f(x) + ξη (fg)′(x)

Inserting this in the integral above we obtain

ˆ
R
dx f(x+ ξηg(x)) (1 + ξηg′(x)) =

ˆ
R
dx f(x) + ξη (fg)′(x) =

ˆ
R
dx f(x) + ξη

ˆ
R
dx (fg)′(x) =

ˆ
R
dx f(x).

Theorem 6.9. Let G be a real Grassmann algebra. Consider the nonlinear map

G2|2 → G2|2

Φ̃ =


u
s

ψ
ψ

 7→ Φ(Φ̃) =


x
y
ξ
η


defined by 

x := sinhu− eu
(
s2

2 + ψψ
)

y := eus

ξ := euψ

η := euψ.

(6.10)

We define

z = z(Φ) =
√
1 + Φ · Φ =

√
1 + x2 + y2 + 2ξη, z0(Φ) :=

√
1 + x2 + y2.

The following statements hold.

(i) z = z(Φ(Φ̃)) = coshu+ eu
(
s2

2 + ψψ
)
. The transformation is invertible with
u := ln(x+ z)

s := y
x+z

ψ := ξ
x+z

ψ := η
x+z .

(6.11)

Moreover

ψ =
ξ

x+ z
=

ξ

x+ z0
, ψ =

η

x+ z
=

η

x+ z0
.
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(ii) For any function

F (Φ) = v0(x, y) + v1(x, y)ξ + v2(x, y)η + v3(x, y)ξη

with vj ∈ C1(R2) ∩ L1(R2) ∩ C0(R2) ∀j = 0, . . . 3, it holds

ˆ
R2

dxdy∂ξ∂η F (Φ) =

ˆ
R2

duds∂ψ∂ψ

[
e−uz(Φ(Φ̃))F (Φ(Φ̃))

]
. (6.12)

Remark. There are three standard parametrizations for the hyperbolic plane H2 ∩ {z > 0}.

1. Euclidean coordinates: the independent variables are x, y ∈ R and z =
√

1 + x2 + y2.

2. Polar coordinates: the independent variables are t ≥ 0, θ ∈ [0, 2π) and

x = sinh t cos θ, y = sinh t sin θ, z = cosh t.

3. Horospherical coordinates: the independent variables are u, s ∈ R and

x = sinhu− eu s
2

2
, y = seu, z = coshu+ eu

s2

2
. (6.13)

Above we use a Grassmann extension of the horospherical coordinates.
The Jacobian of the coordinate change (x, y)→ (u, s) is

det

(
∂ux ∂sx
∂uy ∂sy

)
=

(
coshu− eu s22 −eus

seu eu

)
= eu(coshu+ eu

s2

2
) = euz.

The coordinate change is invertible with (exercise)

u = ln(x+ z), s =
y

x+ z
. (6.14)

Note that u is well defined since x + z = x +
√

1 + x2 + y2 > 0. Therefore, for any integrable
function f(x, y) we have

ˆ
R2

dxdy f(x, y) =

ˆ
R2

duds
[
e−uz f(x(u, s), y(u, s))

]
. (6.15)

Proof of Theorem 6.9.
(i) exercise

(ii) Remember that we want to end up with x = sinhu− eu s22 − e
uψψ. Note that

euψψ = ξηe−u =
ξη

x+ z
=

ξη

x+ z0(x, y)

since ξ2 = 0. For any function f ∈ C1(R2) ∩ L1(R2) ∩ C0(R2) and any fixed y ∈ R, we have,
using Lemma 6.8,

ˆ
R
dxf(x) =

ˆ
R
dxf

(
x− ξη

x+ z0(x, y)

) (
1− ξη∂x

1

x+ z0(x, y)

)
=

ˆ
R
dxf

(
x− ξη

x+ z0

) (
1 + ξη∂x

1

z0(x+ z0)

)
,
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where we also used (exercise)

∂x
1

x+ z0(x, y)
= − 1

z0(x+ z0)
.

We obtainˆ
R2

dxdy∂ξ∂η F (x, y, ξ, η) =

ˆ
R2

dxdy∂ξ∂η F

(
x− ξη

x+ z0
, y, ξ, η

)(
1 + ξη

1

z0(x+ z0)

)
.

We perform now the classical coordinate change (x, y)→ (u, s) introduced in (6.13). We obtain
ˆ
R2

dxdy∂ξ∂η F

(
x− ξη

x+ z0
, y, ξ, η

)(
1 + ξη∂x

1

z0(x+ z0)

)
=

ˆ
R2

duds∂ξ∂η (euz0) F

(
x(u, s)− ξη

x(u, s) + z0
, y(u, s), ξ, η

)(
1 + ξη

1

z0(x(u, s) + z0)

)
,

where (euz0) is the Jacobian (see (6.15)). Finally, for a fixed u we perform the linear coordinate
change

ψ = e−uξ, ψ = e−uη.

In particular ξη = ψψe2u. The corresponding Jacobian is

∂ξ∂η = ∂ψ∂ψ e
−2u.

Inserting this in the integral we obtain
ˆ
R2

duds∂ψ∂ψ (e−uz0) F

(
x(u, s)− ψψe2u

x(u, s) + z0
, y(u, s), euψ, euψ

)(
1 + ψψe2u

1

z0(x(u, s) + z0)

)
=

ˆ
R2

duds∂ψ∂ψ (e−uz)F
(
x(u, s, ψ, ψ), y(u, s), euψ, euψ

)
,

where we used

e2u

x(u, s) + z0
= ψψe2ue−u = ψψeu (6.16)

z0

(
1 + ψψe2u

1

z0(x(u, s) + z0)

)
=
(
z0 + ψψeu

)
= z(u, s, ψ, ψ) (6.17)

x(u, s)− ψψe2u

x(u, s) + z0
= x(u, s)− ψψeu = x(u, s, ψ, ψ). (6.18)

This concludes the proof.

Corollary 6.10. Remember that ∀v, v′ ∈ H2|2 we have (v, v′) = Φ · Φ′ − z(Φ)z(Φ′).

(i) ∀v, v′ ∈ H2|2 we have, replacing Φ,Φ′ with Φ(Φ̃),Φ′(Φ̃′),

−(v, v′) = cosh(u− u′) + eu+u
′
(
(s− s′)2

2
+ (ψ − ψ′

)(ψ − ψ′)

)
.

(ii) It holds

ˆ ∏
j∈Λ

dvj e
−HW,ε

Λ (v) =

ˆ
R2Λ

(
duds

2π
∂ψ∂ψ e

−u
)Λ

e−F
W
Λ (∇u)e−M

ε
Λ(u)e−

1
2
(s,DΛ(u)s)e−(ψ,DΛ(u)ψ),

where FWΛ ,M ε
Λ, DΛ(u) were defined in (6.1)(6.2)(6.3).
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(iii) For all functions F (x, y, ξ, η) of the form F (x, y, ξ, η) = f({xj + zj}j∈Λ), with f regular
enough, we have

⟨f⟩eucl :=
ˆ
dνW,εΛ (v)f(v) =

ˆ
RΛ

dρW,εΛ (u)f ({euj}j∈Λ)

where dρW,εΛ is the measure introduced in (6.4)

Proof.
(i) exercise

(ii) Remember the formula for H(v) (6.9). Using (i), (6.12) and Theorem 6.9(i), we have

−
∑

{jk}∈EWΛ

Wjk(1 + (vj , vk)) =
∑

{jk}∈EWΛ

Wjk (cosh(uj − uk)− 1) +
1

2
(s,−∆ω(u)s) + (ψ,−∆ω(u)ψ)

∑
j∈Λ

εj(zj − 1) =
∑
j∈Λ

εj(coshuj − 1) +
1

2
(s, ε̂eûs) + (ψ, ε̂eûψ)

dv =
dxdy

2π
∂ξ∂η

1

z
→ duds

2π
∂ψ∂ψe

−u

The result follows.

(iii) Since F = f({xj + zj}j∈Λ) = f({euj}j∈Λ), the function is independent of s, ψ, ψ. These last
three variables are Gaussian so we can integrate them out exactly.

ˆ
RΛ

(
ds√
2π

)Λ

e
1
2
(s,DΛ(u)s) =

1√
detDΛ(u)ˆ

(dψdψ)Λe−(ψ,DΛ(u)ψ) =
(
∂ψ∂ψ

)Λ
e−(ψ,DΛ(u)ψ) = detDΛ(u).

The result follows.

We are finally ready to complete the proof of Theorem 6.3.

Proof of Theorem 6.3. Setting f = 1 we argue, using also 6.7(ii),

1 =

ˆ
dνW,εΛ (v) = ⟨1⟩eucl =

ˆ
RΛ

dρW,εΛ (u),

which concludes the proof.

[25: 21.01.2025]
[26: 24.01.2025]
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6.4 Ward identities and some applications

We need some notation. Set

⟨f⟩eucl =
ˆ

(dv)Λ e−H
W,ε
Λ (v)f(v)

⟨f⟩hor =
ˆ (

duds

2π
dψdψ e−u

)Λ

e−F
W
Λ (∇u)e−M

ε
Λ(u)e−

1
2
(s,DΛ(u)s)e−(ψ,DΛ(u)ψ) f(u, s, ψ, ψ)

Eus [f ] :=
ˆ (

duds

2π
e−u
)Λ

e−F
W
Λ (∇u)e−M

ε
Λ(u)e−

1
2
(s,DΛ(u)s) detDΛ(u) f(u, s)

Eu [f ] :=
ˆ
RΛ

dρW,εΛ (u)f(u) =

ˆ
RΛ

(
duds√
2π
e−u
)Λ

e−F
W
Λ (∇u)e−M

ε
Λ(u)(detDΛ(u))

1
2 f(u).

Proposition 6.11. For i ̸= j ∈ Λ we define

Bij = Bij(u, s) = cosh(ui − uj) +
(si − sj)2

2
eui+uj , (6.19)

Vij , Fij ∈ RΛ Vij(k) := e
ui+uj

2 (δi(k)− δj(k)), Fij :=
1√
Bij

Vij .

With these notations, the following statements hold.

(i) For all i ̸= j it holds −(vi, vj) = Bij + (ψ, Vij)(Vij , ψ).

(ii) (Ward identity) For all i ̸= j and m ∈ R, we have

Eus
[
Bm
ij

(
1−m(Fij , D

−1Fij)
)]

= Eus
[
Bm
ij

(
1− m

Bij
(Vij , D

−1Vij)

)]
= 1.

Remark By construction Bij ≥ 1 and the matrix D is invertible, hence the axpressions above
are well defined.

Proof.
(i) follows from Cor. 6.10 and

eui+uj (ψi − ψj)(ψi − ψj) = (ψ, Vij)(Vij , ψ).

(ii) Remember that ∀v, v′ ∈ H2|2 we have (v, v′) = Φ · Φ′ − z(Φ)z(Φ′). We argue

⟨(−(vj , vj))m⟩eucl = ⟨(−Φi · Φj + z(Φi)z(Φj))⟩eucl = (−0 + 1)m = 1,

where in the last step we applied the localization theorem 5.11. Passing to horospherical coor-
dinates we obtain

1 = ⟨(−(vj , vj))m⟩eucl =
〈
(Bij + (ψ, Vij)(Vij , ψ))

m
〉
hor

Since (ψ, Vij) ∈ Godd we have (ψ, Vij)
2 = 0 and hence

(Bij + (ψ, Vij)(Vij , ψ))
m = Bm

ij +mBm−1
ij (ψ, Vij)(Vij , ψ) = Bm

ij

(
1 +

m

Bij
(ψ, Vij)(Vij , ψ)

)
= Bm

ij e
m
Bij

(ψ,Vij)(Vij ,ψ)
= Bm

ij e
m(ψ,Fij)(Fij ,ψ).
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It follows
1 =

〈
Bm
ij e

m(ψ,Fij)(Fij ,ψ)
〉
hor

.

Integrating over the Grassmann variables and using Lemma 6.12(ii) below, we obtain

ˆ (
dψdψ

)Λ
e−(ψ,DΛ(u)ψ) em(ψ,Fij)(Fij ,ψ) = det (D −mFij ⊗ Fij)

= detD det
(
1−mD−1Fij ⊗ Fij

)
= detD

(
1−m(Fij , D

−1Fij)
)
.

Therefore
1 =

〈
Bm
ij e

m(ψ,Fij)(Fij ,ψ)
〉
hor

= Eu,s
[
Bm
ij

(
1−m(Fij , D

−1Fij)
)]

which concludes the proof.

Remark Since D > 0 as a quadratic form we have (Fij , D
−1Fij) > 0, hence, in the casem > 0,

the expression 1 −m(Fij , D
−1Fij) may be negative. We will show that, when {ij} ∈ EWΛ and

0 < m < Wij this expression is strictly positive.

Lemma 6.12. Let M ∈ RN×N
sym with M > 0 as a quadratic form.

Given n vectors v1, . . . , vn ∈ RN we define K ∈ Rn×nsym via

Kij := (vi,M
−1vj).

Let Pvj be the projection on vj defined by Pvj (v) := m(v, vj)vj . The following holds.

(i) M −
∑n

i=1 Pvi ≥ 0 ⇔ 0 ≤ K ≤ Id , where the inequalities are intended as quadratic forms,

(ii) det(M −
∑n

i=1 Pvi) = detM det(1−K).

Proof.
(i) SinceM is real and symmetric, it is diagonalizable withM = Uλ̂U t where λ̂ = diag (λ1, . . . , λn)
and U tU = 1. Since M > 0 all eigenvalues of M are strictly positive and hence

M
1
2 := Uλ̂

1
2U t

is well defined and strictly positive. Set wi :=M− 1
2 vi. We argue

M −
n∑
i=1

Pvi ≥ 0 ⇔ (v,Mv)−
n∑
i=1

(v, vi)
2 ≥ 0 ∀v ∈ Rn

⇔ |M
1
2 v|2 −

n∑
i=1

(M
1
2 v, wi)

2 ≥ 0 ∀v ∈ Rn ⇔ |v|2 −
n∑
i=1

(v, wi)
2 ≥ 0 ∀v ∈ Rn

⇔ Id −
n∑
i=1

Pwi ≥ 0.

Each vector v ∈ Rn can be decomposed as v =
∑n

i=1 αiwi + v⊥ where α1, . . . αn ∈ R and
(v⊥, wi) = 0 ∀i = 1, . . . , n. Therefore

|v2| −
n∑
i=1

(v, wi)
2 = |v⊥|2 + |

n∑
i=1

αiwi|2 −
n∑
i=1

(
n∑
j=1

αjwj , wi)
2 ≥ |

n∑
i=1

αiwi|2 −
n∑
i=1

(
n∑
j=1

αjwj , wi)
2.
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Therefore it is sufficient to consider v =
∑n

i=1 αiwi. We argue

|
n∑
i=1

αiwi|2 =
∑
ij

αiαj(wi, wj) =
∑
ij

αiαj(vi,M
−1vj) = (α,Kα),

n∑
i=1

(

n∑
j=1

αjwj , wi)
2 =

∑
jk

αjαk
∑
i

(wj , wi)(wi, wk) = (α,K2α).

Hence

Id −
n∑
i=1

Pwi ≥ 0 ⇔ K −K2 ≥ 0.

Sice K is real symmetric, it is diagonalizable and admits an orthonormal basis of eigenvectors.
Therefore

K −K2 ≥ 0 ⇔ µj − µ2j ≥ 0

for each eigenvalue µj . This is possible only if 0 ≤ µj ≤ 1 ∀j = 1, . . . , n. The result follows.

(ii) We argue,

det(M −
n∑
i=1

Pvi) = detM det

(
1−

n∑
i=1

M− 1
2PviM

− 1
2

)
We consider now the two functions F1, F2 : R→ R defined by

F1(t) := det

(
1− t

n∑
i=1

M− 1
2PviM

− 1
2

)
, F2(t) := det(1− tK),

and prove that there is a γ > 0 such that

F1(t) = F2(t) ∀|t| < γ.

The identity for general t follows noting that both functions are polynomes in t.

There is a δ > 0 such that
Fj(t) > 0 ∀t ∈ [−δ, δ] ∀j = 1, 2.

Set X :=
∑n

i=1M
− 1

2PviM
− 1

2 . For |t| < min{δ, ∥X∥−1}, we have

lnF1(t) = ln det(1− tX) = tr ln(1− tX) = −
∑
q≥0

tq

q
trXq.

The series above is absolutely convergent since |t| < ∥X∥−1, with ∥X∥ := supj
∑

j′ |Xjj′ |. By
direct computation we obtain

trXq = trKq ∀q,

hence

lnF1(t) = −
∑
q≥0

tq

q
trXq = −

∑
q≥0

tq

q
trKq = lnF2(t).

Therefore F1(t) = F2(t) ∀|t| < min{δ, ∥X∥−1}. This concludes the proof.
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6.4.1 One pair with positive W

Proposition 6.13. Fix an ordering on the edges in E >Λ .

For each e = {ij} ∈ EΛ with i < j and each u ∈ RΛ let Ve = Ve(u) := e
ui+uj

2 (δi − δj) ∈ RΛ.
If e ∈ EWΛ (i.e. We > 0) it holds

0 < (Ve, D(u)−1Ve) ≤
1

We
∀u ∈ RΛ.

Proof. Set Ṽe :=
√
WeVe. Then

(Ve, D(u)−1Ve) ≤
1

We
⇔ (Ṽe, D(u)−1Ṽe) ⇔ D − PṼe ≥ 0,

where in the last step we used Lemma 6.12. We have

(v, PṼev) = (v, Ṽe)
2 =Wije

ui+uj (vi − vj)2.

Therefore

(v, (D − PṼe)v) = (v,Dv)− (v, Ṽe)
2 =

∑
kl∈EWΛ

Wkle
uk+ul(vk − vl)2 +

∑
k∈Λ

εke
ukv2k −Wije

ui+uj (vi − vj)2

≥
∑

kl∈EWΛ \{ij}

Wkle
uk+ul(vk − vl)2 ≥ 0, (6.20)

where in the last step we used e ∈ EWΛ . This concludes the proof.

Corollary 6.14. For each e ∈ EWΛ (i.e. We > 0) it holds

Eu,s [Bm
e ] ≤ 1

1− m
We

∀0 < m < We.

Remark. The bound holds uniformly in the volume |Λ|.

Proof. By Proposition 6.11 we have

1 = Eu,s
[
Bm
e (1−m(Fe, D

−1Fe))
]
.

Proposition 6.13 and Be ≥ 1, yield

(Fe, D
−1Fe) =

1

Be
(Ve, D

−1Ve) ≤
1

BeWe
≤ 1

We
.

Putting all this together we obtain

1 = Eu,s
[
Bm
e (1−m(Fe, D

−1Fe))
]
≥
(
1− m

We

)
Eu,s [Bm

e ] ,

from which the result follows.

Using this estimate we can prove probability bounds.
For any E measurable set in RΛ, its probability is defined as

PW,εΛ (E) := Eu[1E(u)] = ρW,εΛ (E).
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Theorem 6.15. Let e = {ij} ∈ EWΛ . Then, for all δ > 0 we have

PW,εΛ

(
cosh(ui − uj) ≥ 1 + δ

)
≤ 2

(1 + δ)
We
2

. (6.21)

In particular, for any 0 < η < 1 and We > 1 we have

PW,εΛ

(
cosh(ui − uj) ≥ 1 +

1

W η
e

)
≤ 2 e−

W1−η
4 . (6.22)

Proof. It holds

1[1+δ,∞)(x) ≤
(

x

1 + δ

)m
∀m > 0

pointwise. Assume now 0 < m < We. Inserting this in the probability we obtain

PW,εΛ

(
cosh(ui − uj) ≥ 1 + δ

)
≤ Eu

[(
cosh(ui − uj)

1 + δ

)m]
=

1

(1 + δ)m
Eu [cosh(ui − uj)m] ≤

1

(1 + δ)m
Eu,s

[
Bm
ij

]
≤ 1

1− m
Wij

1

(1 + δ)m
,

where in the last two steps we used cosh(ui − uj) ≤ Bij pointwise, Eu [cosh(ui − uj)m] =
Eu,s [cosh(ui − uj)m] and Proposition 6.14, which is applicable since e = {ij} ∈ EWΛ and we
assumed 0 < m < We. Taking m := We

2 yields (6.21). To prove (6.22) set δ =W−η and argue

1

(1 + δ)
We
2

= e−
We
2

ln(1+δ) ≤ e−
We
2

1
2Wη

where we used ln(1 + δ) ≥ 1
2δ for 0 < δ < 1.

[26: 24.01.2025]
[27: 28.01.2025]

6.4.2 Many pairs with positive W

Theorem 6.16. For each e ∈ EWΛ we introduce a power me ∈ [0,We). Then it holds

Eu,s
 ∏
e∈EWΛ

Bme
e

 ≤ ∏
e∈EWΛ

1

1− me
We

Proof. Fix an ordering on Λ and for e ∈ EΛ set e = {ieje} with ie < je. Define Ve := Vieje ,

Fe := Fieje . We introduce the two matrices M,K ∈ RE
W
Λ ×EWΛ

sym defined by

Kee′ = Kee′(u, s) := (Fe, D
−1Fe′), Mee′ =: δee′me.

Using the same arguments as in Proposition 6.11, we argue

1 =

〈 ∏
e∈EWΛ

(−(vie , vje))me
〉
eucl

=

〈 ∏
e∈EWΛ

(Bieje + (ψ, Ve)(Ve, ψ))
me

〉
hor

= Eu,s
 ∏
e∈EWΛ

Bme
e det

(
Id −

√
MK
√
M
) ,
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where in the first step we used the localization theorem 5.11, in the second step we passed to
horospherical coordinates and in the last step we integrated out the Grassmann variables and
used

det

D − ∑
e∈EWΛ

meFe ⊗ Fe

 = det

D − ∑
e∈EWΛ

√
meFe ⊗ Fe

√
me

 = detD det(Id−
√
MK
√
M)

The result now follows from the following two claims.

Claim 1. Set Ŵ ∈ REWΛ ×EWΛ with Ŵee′ := δee′We. Then

K ≤ 1

Ŵ
(6.23)

as a quadratic form, for almost every configuration (u, s) ∈ R2Λ

Claim 2. Let A,B ∈ RN×N
sym two given matrices with A > B > 0 as a quadratic form.

Then
detA ≥ detB. (6.24)

We show how the two Claims imply the result.
By Claim 1 we have

√
MK
√
M ≤

√
M

1

Ŵ

√
M =

M

Ŵ
= diag

(
me

We

)
.

Since me < We we also have M
Ŵ
< Id and hence

Id −
√
MK
√
M ≥ Id − M

Ŵ
> 0.

Then, by Claim 2, we have

det
(
Id −

√
MK
√
M
)
≥ det

(
Id − M

Ŵ

)
=
∏
e∈EWΛ

(
1− me

We

)

pointwise a.s. This concludes the proof of the Theorem.

Proof of Claim 1. We argue

K ≤ 1

Ŵ
⇔

√
ŴK

√
Ŵ ≤ Id ⇔ D −

∑
e∈EWΛ

P√
WeFe

≥ 0,

where the last ⇔ holds by Lemma 6.12. We compute

(v, (D −
∑
e∈EWΛ

P√
WeFe

)v) =
∑
j∈Λ

εje
ujv2j ≥ 0 ∀v ∈ RΛ.

This completes the proof of the claim.
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Proof of Claim 2. Since A,B are real, symmetric and positive, they are both diagonalizable
with real eigenvalues a1 ≥ a2 ≥ · · · ≥ aN > 0, b1 ≥ b2 ≥ · · · ≥ bN > 0. By minmax theorem for
each k = 1, . . . , N,

ak = max
M∈RN , dimM=k

min
v∈M

(v,A, v), bk = max
M∈RN , dimM=k

min
v∈M

(v,B, v).

Since A ≥ B we argue (v,Av) ≥ (v,Bv) ∀v, hence ak ≥ bk ∀k = 1, . . . , N. Since in addition
B > 0 we have ak ≥ bk > 0 for all k and therefore

detA =
N∏
k=1

ak ≥
N∏
k=1

bk = detB.

Corollary 6.17. For each e ∈ EWΛ we introduce a parameter γe ≥ 0. It holds

PW,εΛ

(
|uie − uje | ≥

√
γe, ∀e ∈ EWΛ

)
≤

∏
e∈EWΛ ,s.t.γe>0

2(
1 + γe

2

)We
2

.

Proof. For each x ∈ R we have

coshx− 1 =
x2

2
+
∑
n≥2

x2n

(2n)!
≥ x2

2
,

hence

1 +
(ui − uj)2

2
≤ cosh(ui − uj) ≤ Bij = Bij(u, s) ∀i, j ∈ Λ, ∀u, s ∈ R2Λ.

Inserting this bound in the probability above we obtain

PW,εΛ

(
|uie − uje | ≥

√
γe, ∀e ∈ EWΛ

)
≤ Eu,s

 ∏
e∈EWΛ

(
1 +

(uie−uje )2
2

1 + γe
2

)me ≤ Eu,s
[∏

e∈EWΛ
Bme
ieje

]
∏
e∈EWΛ

(
1 + γe

2

)me ,
where we take me > 0 ∀e such that γe > 0 and me = 0 otherwise.
The result follows from Theorem 6.16 by setting me :=

We
2 ∀e such that γe > 0.

6.4.3 Pairs with zero W

We consider now the case of a pair {ij} ̸∈ EWΛ . To simplify the notation, in this section we
consider only the case of uniform nearest-neighbor interaction W, i.e.

Wij =

{
W ∀|i− j| = 1

0 otherwise.
(6.25)

Remember that, by Proposition 6.11,

Eu,s
[
Bm
ij

(
1−m(Fij , D

−1Fij)
)]

= 1

for any m ∈ R and for any i, j ∈ Λ. Setting C > 0 a constant we argue, using Lemma 6.12,

(Fij , D
−1Fij) ≤

1

C
⇔ D − P√

CFij
≥ 0.
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We compute, as in (6.20),

(v, (D − P√
CFij

)v) = (v,Dv)− C (v, Fij)
2 =

∑
kl∈EWΛ

Wkle
uk+ul(vk − vl)2

+
∑
k∈Λ

εke
ukv2k −

C

Bij
eui+uj (vi − vj)2

=W

 ∑
kl∈EWΛ

Wkle
uk+ul(vk − vl)2

− C

Bij
eui+uj (vi − vj)2 +

∑
k∈Λ

εke
ukv2k,

where in the last step we used Wkl =W1|k−l|=1.

• If |i− j| = 1, then we have D − P√
CFij

≥ 0 for any 0 < C ≤W.

• If |i − j| > 1, then for any given C > 0 there may be u, s configurations such that
D − P√

CFij
< 0.

In the case |i− j| > 1 we argue in three steps.

Step 1 We identify a constant C = Cij > 0 and a subset Aij ⊂ R2Λ of configurations such that
(Fij , D

−1Fij) ≤ 1
C ∀(u, s) ∈ Aij . As a result

Eu,s
[
1Aij (u, s)B

m
ij

(
1−m(Fij , D

−1Fij)
)]
≥
(
1− m

C

)
Eu,s

[
1Aij (u, s)B

m
ij

]
> 0,

for m > C.

Step 2 We reformulate the characteristic function 1Aij in such a way to be able to apply the
localization theorem 5.11. As a result we will show (see below)

1 ≥ Eu,s
[
1Aij (u, s)B

m
ij

(
1−m(Fij , D

−1Fij)
)]
.

Step 3 We use other arguments to show

Eu,s
[
1Acij (u, s)B

m
ij

]
≪ 1.

Putting these three steps together we obtain Eu,s
[
1Acij (u, s)B

m
ij

]
≤ const, which allows to derive

probability bounds similar to the ones proved in Corollary 6.17. We will prove these three steps
in the case when d = 1 and W is large enough.

Heuristics If W ≫ 1 we expect the dominant configuration is uj = u and sj = s ∀j ∈ Λ.
On this configuration we have Bij = 1 and

D =We2u(−∆) + euε̂ =We2u
(
−∆+

e−u

W
ε̂

)
,

where ε̂ = diag ({εj}j∈Λ). Therefore

(Fij , D
−1Fij) =

1

W

(
(δi − δj),

(
−∆+

e−u

W
ε̂

)−1

(δi − δj)

)
≤ 1

W

(
(δi − δj), (−∆)−1 (δi − δj)

)
.
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Note that although −∆ has a zero eigenvalue and hence is not invertible, it is invertible when
restricted to the subspace

1⊥ = {φ ∈ RΛ| (φ, 1) =
∑
j

φj = 0}. (6.26)

Since δi− δj ∈ 1⊥,
(
(δi − δj), (−∆)−1 (δi − δj)

)
is well defined and finite. By general properties

of the infinite volume discrete Laplacian it holds

lim
Λ→Zd

(
(δi − δj), (−∆)−1 (δi − δj)

) |i−j|≫1
≃


|i− j| d = 1

ln |i− j| d = 2

Cd d ≥ 3

where Cd > 0 is a constant depending only on the dimension. Hence, for d ≥ 3 we argue, on the
constant configuration and for large enough volume,

(Fij , D
−1Fij) ≥

Cd
W

⇒ 1−m(Fij , D
−1Fij) ≥ 1− mCd

W
> 0 ∀0 < m <

W

Cd
,∀i, j ∈ Λ.

If W ≫ 1 the bound above holds for large power m. On the contrary, for d = 1 we get

(Fij , D
−1Fij) ≥

Cd
W

⇒ 1−m(Fij , D
−1Fij) ≥ 1− m|i− j|

W
> 0 ∀0 < m <

W

Cd|i− j|
.

Therefore we can take the power m large only if W/|i− j| ≫ 1 i.e. for |i− j| ≪W.
[27: 28.01.2025]
[28: 31.01.2025]

Fluctuation bounds in the case of dimension 1 We assume now Λ = ΛL = [−L,L] ∩ Z.

Proposition 6.18. Let ω = {ωij}{ij}∈EΛ
∈ [0,∞)EΛ a family of edge weights such that ωij =

ωji > 0 iff |i− j| = 1.
Remember that the corresponding weighted discrete Laplacian −∆ω is defined by

(φ, (−∆ω)φ) =
L−1∑
q=−L

ωqq+1(φq − φq+1)
2.

(i) On the set 1⊥ defined in (6.26), the matrix −∆ω is invertible.

(ii) ∀i < j ∈ Λ it holds

(
(δi − δj), (−∆ω)−1 (δi − δj)

)
≤

j−1∑
q=i

1

ωqq+1
.

Proof.
(i) exercise
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(ii) Set C :=
∑j−1

q=i
1

ωqq+1
. We argue, using Lemma 6.12,(

(δi − δj), (−∆ω)−1 (δi − δj)
)
≤ C ⇔ −∆ω − 1

C
Pδi−δj ≥ 0

⇔ (φ, (−∆ω)φ)− 1

C
(φi − φj)2 ≥ 0 ∀φ ∈ RΛ.

We compute

φi − φj =
j−1∑
q=i

φq − φq+1 =

j−1∑
q=i

(φq − φq+1)
√
ωqq+1

1
√
ωqq+1

= V · Ṽ ,

where V, Ṽ ∈ R{i,...,j−1} are defined as

Vq := (φq − φq+1)
√
ωqq+1, Ṽq :=

1
√
ωqq+1

.

It follows, by Cauchy-Schwartz inequality,

(φi − φj)2 = (V · Ṽ )2 ≤ |Ṽ |2|V |2 = C

j−1∑
q=i

ωqq+1(φq − φq+1)
2

 .
We also have

φ, (−∆ω)φ) =
L−1∑
q=−L

ωqq+1(φq − φq+1)
2 =

j−1∑
q=i

ωqq+1(φq − φq+1)
2 +

∑
q<i,q≥j

ωqq+1(φq − φq+1)
2.

Putting all this together we obtain

(φ, (−∆ω)φ)− 1

C
(φi − φj)2 ≥

∑
q<i,q≥j

ωqq+1(φq − φq+1)
2 ≥ 0.

This completes the proof of the proposition.

Remark Remember the definition of D in (6.3). For i < j we argue, using Proposition 6.18
above,

(Fij , D
−1Fij) =

eui+uj

Bij

(
(δi − δj),

(
−∆ω(u) + ε̂eû

)−1
(δi − δj)

)
≤ eui+uj

(
(δi − δj),

(
−∆ω(u)

)−1
(δi − δj)

)
≤ eui+uj

W

j−1∑
q=i

1

euq+uq+1
=

1

W

j−1∑
q=i

eui−uqeuj−uq+1 ≤ 1

W

j−1∑
q=i

e|ui−uq |e|uj−uq+1|.

It follows, using |ui − uq|+ |uj − uq+1| ≤
∑j−1

k=i |uk − uk+1| ∀q = i, . . . , j − 1,

(Fij , D
−1Fij) ≤

|j − i|
W

e
∑j−1
k=i |uk−uk+1|. (6.27)
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In particular, if |uk − uk+1| <
√
γ ∀k = i, . . . , j − 1 we obtain the bound

(Fij , D
−1Fij) ≤

|j − i|
W

e|j−i|
√
γ .

We formulate now the constraint |uk − uk+1| <
√
γ in terms of Bkk+1 as follows. Since

1 +
(uk − uk+1)

2

2
≤ Bkk+1,

it holds
Bkk+1 ≤ 1 +

γ

2
⇒ |uk − uk+1| ≤

√
γ.

Let 0 < γ < 1 be a parameter. For i < j we define

Aγij :=
{
(u, s) ∈ R2Λ| Bkk+1 ≤ 1 +

γ

2
∀k = i, . . . , j − 1

}
(6.28)

χγij := 1Aγij =

j−1∏
k=i

1Bkk+1≤1+ γ
2
. (6.29)

Theorem 6.19 (constrained estimate). Remember that, for each i < j ∈ ΛL = [−L,L]∩Z, the
notation {i, j} denotes an unordered edge in EΛ while (i, j) denotes an open interval in R.
Let e1 = {i1, j1}, . . . en = {in, jn} ∈ EΛ be n not-nearest-neighbor pairs such that

• ik < jk and jk − ik ≥ 2 ∀k = 1, . . . , n,

• (ik, jk) ∩ (ik′ , jk′) = ∅ ∀k ̸= k′, k, k′ = 1, . . . , n.

Let e′1 = {i′1, i′1 + 1}, . . . e′n′ = {i′n′ , i′n′ + 1} be n′ nearest-neighbor pairs such that

• (i′k, i
′
k + 1) ∩ (i′k′ , i

′
k′ + 1) = ∅ ∀k ̸= k′ k, k′ = 1, . . . , n′,

• (i′k, i
′
k + 1) ∩ (ik′ , jk′) = ∅ ∀k = 1, . . . , n′, k′ = 1, . . . , n′.

Setting Ẽ := (∪nk=1(ik, jk))∪
(
∪n′
k′=1(ik′ , ik′ + 1)

)
, we consider the matrices K, Ĉ ∈ RẼ×Ẽ defined

by

Kee′ := (Fe, D
−1Fe′), Ĉee′ := δee′Ce,

Ce :=

{
1
W

∑jk−1
q=ik

euik−uqeujk−uq+1 if e = ek, k = 1, . . . , n
1
W if e = e′k′ , k

′ = 1, . . . , n′.

Note that K is a function of (u, s) and C is a function of u. The following statements hold.

(i) K(u, s) ≤ Ĉ(u) as a quadratic form for all (u, s) ∈ R2Λ.

(ii) It holds
Cek(u) ≤ Ck ∀(u, s) ∈ ∩nk=1A

γ
ikjk

where, setting lk := jk − ik, the constant Ck is defined as

Ck :=
lk
W
elk

√
γ . (6.30)
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(iii) Fix m1, . . . ,mn and p1, . . . , pn′ such that

0 < mk <
1

Ck
∀k = 1, . . . , n

0 < pk′ < W ∀k′ = 1, . . . , n′.

We consider the matrix M ∈ RẼ×Ẽ defined by Mee′ = δee′Me with

Me :=

{
mk if e = ek, k = 1, . . . , n

pk′ if e = e′k′ , k
′ = 1, . . . , n′.

Remember the definition of χγij in (6.28). It holds

(a) 1 ≥ Eu,s
[∏n

k=1 χ
γ
ikjk

Bmk
ikjk

∏n′

k′=1B
pk′
ik′ ik′+1 det

(
1−
√
MK
√
M
)]

(b) Eu,s
[∏n

k=1 χ
γ
ikjk

Bmk
ikjk

∏n′

k′=1B
pk′
ik′ ik′+1

]
≤
∏n
k=1

1
1−mkCk

∏n′

k′=1
1

1−
pk′
W

Proof.
(i), (ii) exercise

(iii) To simplify the formulas we assume n = 1 and n′ = 0. In this case we study

Eu,s
[
χγijB

m
ij

(
1−m(Fij , D

−1Fij)
)]
.

We have

1Bkk+1≤1+ γ
2
= 1(−∞,1]

(
Bkk+1

1 + γ
2

)
.

The function 1(−∞,1] is not C1, hence we cannot upgrade it to a map on even elements of the
Grassmann algebra. To solve the problem we introduce a smoothing as follows.
Let χ ∈ C∞(R; [0, 1]) be a smooth function such that

χ(x) = 1, ∀x ≤ 1, χ(x) = 0, ∀x > 2, χ′(x) ≤ 0 ∀x.

We consider the family {χε}ε>0 the family of smooth functions defined as

χε(x) := χ

(
1 +

x− 1

ε

)
.

This function satisfies

• χε(x) = 1 ∀x ≤ 1, χε(x) = 0 ∀x > 1 + ε and limε↓0 χε = 1(−∞,1] pointwise,

• χ′
ε(x) ≤ 0 ∀x ∈ R.

With the above notation, it holds

1(−∞,1]

(
Bkk+1(u,s)

1+ γ
2

)
= lim

ε↓0
χε

(
Bkk+1(u,s)

1+ γ
2

)
pointwise for all (u, s) ∈ R2. Since χε(x) ≤ 1(−∞,2](x) ∀x ∈ R and ∀ε > 0, by dominated
convergence we have

Eu,s
[
Bm
ij

(
1−m(Fij , D

−1Fij)
)
χγij

]
= lim

ε↓0
Eu,s

[
Bm
ij (1−m(Fij , D

−1Fij)

j−1∏
k=i

χε

(
Bkk+1

1+ γ
2

)]
.
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Remember the definition of Vij from (6.19) and v with its product (6.5)(6.6). Since χε is
differentiable, the function

χε

(
Bkk+1+(ψ,Vij)(Vij ,ψ)

1+ γ
2

)
= χε

(
Bkk+1

1+ γ
2

)
+ χ′

ε

(
Bkk+1

1+ γ
2

)
(ψ,Vij)(Vij ,ψ)

1+ γ
2

is well-defined. Moreover, since χε(x) = 1 ∀x ≤ 1, we have

χε

(
1

1 + γ
2

)
= 1 ∀γ ≥ 0.

We argue, using Theorem 5.11,〈(
Bij + (ψ, Vij)(Vij , ψ)

)m j−1∏
k=i

χε

(
Bkk+1+(ψ,Vqq+1)(Vqq+1,ψ)

1+ γ
2

)〉
hor

=

〈
(−(vi, vj))m

j−1∏
k=i

χε

(
−(vk,vk+1)

1+ γ
2

)〉
eucl

= χε

(
1

1 + γ
2

)j−i
= 1.

Integrating out the Grassmann variables ψ,ψ we obtain (exercise)

1 = Eu,s
Bm

ij

j−1∏
k=i

χε

(
Bkk+1

1+ γ
2

) det
(
D −

∑j−1
q=i Pq −mPFij

)
detD

 .
where we defined

Pq :=
χ′
ε

(
Bkk+1

1+ γ
2

)
χε

(
Bkk+1

1+ γ
2

)PFqq+1 .

Since χ′ ≤ 0 and PFqq+1 ≥ 0 as a quadratic form we have

D −
j−1∑
q=i

Pq −mPFij ≥ D −mPFij .

Setting

C :=
l

W
el
√
γ , l := j − i,

and using (i),(ii) and the assumption on 0 < m < C−1 we have

m(Fij , D
−1Fij) ≤ mC < 1 ∀(u, s) ∈ Aγij .

Hence, by Lemma 6.12, D−mPFij > 0 as a quadratic form. By Claim 2 in the proof of Theorem
6.16, we have

det

D − j−1∑
q=i

Pq −mPFij

 ≥ det
(
D −mPFij

)
= detD

(
1−m(Fij , D

−1Fij)
)
,

on the (u, s) configurations in Aγij . It follows

1 ≥ Eu,s
[
Bm
ij

j−1∏
k=i

χε

(
Bkk+1

1+ γ
2

) (
1−m(Fij , D

−1Fij)
)]

.
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Taking the limit ε ↓ 0 we obtain

1 ≥ Eu,s
[
Bm
ij χ

γ
ij

(
1−m(Fij , D

−1Fij)
)]
.

Finally, inserting 1−m(Fij , D
−1Fij) ≥ 1−mC > 0 for all (u, s) ∈ Aγij , we argue

1 ≥ Eu,s
[
Bm
ij χ

γ
ij

(
1−m(Fij , D

−1Fij)
)]
≥ (1−mC) Eu,s

[
Bm
ij χ

γ
ij

]
,

and hence

Eu,s
[
Bm
ij χ

γ
ij

]
≤ 1

1−mC
.

This proves (iii) in the special case n = 1, n′ = 0. The general case is proved in the same way.

Theorem 6.20 (unconstrained estimate). There exists a constant W0 > 0 such that ∀W ≥W0

it holds
Eu,s

[
Bm
ij

]
≤ 2

for all m ≤W
1
4 and all i < j with j − i = l ≤W

1
4 .

Proof. We argue, for any γ > 0,

1 = χγij + (1− χγij) ≤ χ
γ
ij +

j−1∑
k=i

1Bkk+1>1+ γ
2
≤ χγij +

j−1∑
k=i

Bp
kk+1(

1 + γ
2

)p ,
where the power p ≥ 1 will be fixed later. Inserting this in the average above we obtain

Eu,s
[
Bm
ij

]
≤ Eu,s

[
Bm
ij χ

γ
ij

]
+

j−1∑
k=i

1(
1 + γ

2

)pEu,s [Bm
ijB

p
kk+1

]
(6.31)

Remember l = j − i ≤W
1
4 and m ≤W

1
4 . Using Theorem 6.19 we obtain

Eu,s
[
Bm
ij χ

γ
ij

]
≤ 1

1−mC
.

where C := l
W el

√
γ and the inequality above holds ∀0 < m < C−1. Set now

γ :=
c√
W
,

where c > 0 is a parameter (independent of W ) to be fixed later. With this choice we get

C−1 =
W

l
e−l

√
γ =

W

l
e−c ≥W

3
4 e−c.

Hence m < C−1 for all m ≤W
1
4 , with W large enough. The bound above becomes

Eu,s
[
Bm
ij χ

γ
ij

]
≤ 1

1−mC
≤ 1

1− ec√
W

.

To bound the sum in (6.31) we argue, using Lemma 6.21 below,

Bij ≤ 2j−i
j−1∏
q=i

Bqq+1.
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Therefore, for q = i, . . . j − 1, we have

Eu,s
[
Bm
ijB

p
kk+1

]
≤ 2ml Eu,s

k−1∏
q=i

Bm
qq+1 B

p+m
kk+1

j−1∏
q=k+1

Bm
qq+1

 .
Setting p = W

4 we have m < m+ p < W
2 and hence, by Theorem 6.16,

Eu,s
k−1∏
q=i

Bm
qq+1 B

p+m
kk+1

j−1∏
q=k+1

Bm
qq+1

 ≤ 2l.

Putting all this together we obtain

Eu,s
[
Bm
ij

]
≤ 1

1− ec√
W

+
2ml2ll(
1 + γ

2

)p .
Note that (

1 +
γ

2

)−p
=

(
1 +

c

2
√
W

)−W
4

= e
−W

4
ln(1+ c

2
√
W

) ≤ e−
√
W c

16

and

2l ≤ 2W
1
4 = eW

1
4 ln2, 2ml ≤ 2

√
W = e

√
W ln2.

Setting c = 32 ln2 we get

2ml2ll(
1 + γ

2

)p ≤W 1
4 eW

1
4 ln2e−

√
W ( c

16
− ln2) =W

1
4 eW

1
4 ln2e−

√
Wln2 ≤ 1

2

for W large enouhg. So we choose W0 such that the above bound holds and in addition

1

1− ec√
W

≤ 1 +
1

2

holds for all W ≥W0. This concludes the proof.

Remark. Setting W ≫ 1 the bound above imples, for all |j − i| < W
1
4 and 0 < ε < 1

4 ,

P
(
|ui − uj | ≥W− 1

8
+ ε

2

)
≤

Eu,s
[
BW

1
4

ij

]
(
1 + 1

2W
1
4−ε

)W 1
4

≤ 2e
−W

1
4 1

4W
1
4−ε = 2 e−

Wε

4 ≪ 1,

where we used ln(1 + δ) ≥ 1 + δ
2 for 0 < δ < 1.

Lemma 6.21. For any three points i, j, k ∈ Zd we have

Bij ≤ 2 BikBkj ∀(u, s) ∈ R2Zd .

118 [May 1, 2025]



Proof. Remember that H2 ∩ {z > 0} can be parametrized via a vector v = (x, y, z) where the
independent variables are x, y ∈ R, z =

√
1 + x2 + y2 and the bilinear form is

(vi, vj) = xixj + yiyj − zizj .

Passing to horospherical coordinates, the independent variables are u, s ∈ R, and the bilinear
form becomes

(vi, vj) = −Bij .

The expression Bij = −(vi, vj) ≥ 1 has an interpretation as the hyperbolic cosine of the geodesic
distance on H2

dist (vi, vj) = cosh−1(−(vi, vj)) = cosh−1(Bij),

where dist (vi, vj) is the minimal length of any curve on H2 connecting vi and vj . This distance
satisfies the triangle inequality hence

dist (vi, vj) ≤ dist (vi, vk) + dist (vk, vj)

for all i, j, k. It follows, using cosh(a+ b) ≤ 2 cosh a cosh b for all a, b ≥ 0,

Bij = cosh
(
dist (vi, vj)

)
≤ cosh

(
dist (vi, vk) + dist (vk, vj)

)
≤ 2BikBkj ,

which concludes the proof.
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