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Abstract

Backwards geodesics for TASEP were introduced in [26]. We consider flat
initial conditions and show that under proper scaling its end-point converges
to maximizer argument of the Airy2 process minus a parabola. We generalize
its definition to generic non-integrable models including ASEP and speed
changed ASEP (call it quasi-geodesics). We numerically verify that its end-
point is universal, where the scaling coefficients are analytically computed
through the KPZ scaling theory.

1 Introduction

We consider interacting particle systems in the Kardar-Parisi-Zhang (KPZ) uni-
versality class, with particle configurations η ∈ {0, 1}Z, where η(x) = 1 whenever
there is a particle at site x. A particle at site x jumps to a free site y with jump
rate given by a local function cη(x, y). In this paper we consider three variants
of exclusion processes with nearest-neighbor jumps, namely the totally asymmetric
simple exclusion process (TASEP), the partially asymmetric simple exclusion pro-
cess (ASEP), and the speed changed ASEP (ASEPsc). In the latter the function
cη(x, x+1) and cη(x+1, x) depend on η(x−1) and η(x+2) as well. While TASEP
can be analyzed with exact formulas, and partially it is also the case for ASEP,
the speed changed ASEP considered here is non-integrable with known stationary
measures [40], allowing us to analytically compute all non-universal coefficients for
the KPZ scaling theory [46, 54].

Since jumps are nearest-neighbor, the particle ordering is maintained. We label
particles from right to left and call Xn(t) the position of particle n at time t. One
way to see this model as a growing interface is to consider n 7→ Xn(t) + n as height
function. This is a rotation by 45 degrees of the (more standard) height function
whose gradient is given by 1− 2η(x).
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As the KPZ universality class has 1 : 2 : 3 scaling, fluctuations of the interface
grow as t1/3 and space-time correlations are non-trivial in a t2/3-neighborhood of
characteristic lines. In analogy to last passage percolation (LPP) models (and its
universal scaling limit, the directed landscape L [23]), one can define a notion of
geodesics: for a given (N, t), any trajectory (XN(τ)(τ))τ :t→0 satisfying the concat-
enation property

XN(t) = XN(τ)(τ) +Xstep
N−N(τ)(τ, t), (1.1)

where Xstep
N−N(τ)(τ, t) is the position of the particle number N − N(τ) of TASEP

which starts at time τ with particles occupying all sites to the left of XN(τ)(τ). The
reason we call it (backwards) geodesics, is in [52] it was shown that

XN(t) = min
M≤N

{
XM(τ) +Xstep

N−M(τ, t)
}
, (1.2)

so along these paths the minimization (1.2) is fulfilled.
Geodesics have attracted a lot of interest and many properties have been studied,

mostly in the framework of LPP (see e.g. [4, 5, 8, 10, 11, 18, 38, 45, 58]), but also in
the scaling limit of the directed landscape (see e.g. [12, 19, 22, 24, 49]). Properties
of geodesics, in particular of localization, have also been very important to study
other observables, like the decay of the covariance in the Airy1 process [6], the
universality of first order correction of the time-time covariance [7, 9, 33, 34], the
analysis of mixing times [51], but also the height function in presence of shocks
without passing through maps to LPP [15, 17, 28, 30, 31].

In [26] a dynamical construction of a backwards geodesic was proposed. In
short, the geodesic follows backwards the trajectory of a particle (starting with
particle N at time t) and every time the particle on the geodesics is prevented
from jumping, it follows the backwards trajectory of the blocking particle. This
construction is natural since it keeps track of which regions in space-time actually
influenced the position of particle N at time t, XN(t). In particular, if we know that
the backwards geodesics is in a given space-time non-random region D (with high
probability), then the position XN(t) is independent of the randomness outside the
region D (see Lemma 3.1 of [28] for an explicit statement).

The main goal of this work is to investigate whether the generalization of the dy-
namical construction of backwards geodesics applied to non- or partially-integrable
systems such as speed changed ASEP or ASEP is universal. For these models (1.1)
is no longer satisfied, but as proven for ASEP [48] the height functions converge in
the scaling limit to the KPZ fixed point, for which

h(x, t) = max
y∈R

{h(y, 0) + L(y, 0; x, t)}. (1.3)

By universality we expect the same to be true for speed changed ASEP and we call
our physically motivated generalization quasi-geodesics.

For our study we consider flat initial condition (with density 1/2), that is,
XN(0) = −2N for N ∈ Z. First of all, we prove for TASEP in Theorem 2.19
that the end-point of the backwards geodesics, xN(0)(0), in the t2/3 scale, has a limit
law given by the argmaxu∈R{A2(u)− u2}, where A2 is the Airy2 process [47]. The
analogue result for line-to-point exponential LPP can be found in [3, 50].
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To verify the universality conjecture, we first need to derive precise conjectures
based on the scaling from the KPZ scaling theory, see Section 3.2: all the non-
universal model-dependent parameters are computed analytically allowing us to
formulate precise conjectures for the end-point of the quasi-geodesics without free
parameters, see Conjecture 2.7 for ASEP and Conjecture 2.8 for speed changed
ASEP. In Section 4 we provide numerical evidence that these conjectures hold true.

For the speed changed ASEP, we also verify that with flat initial condition the
one-point distribution is asymptotically given by the GOE Tracy-Widom distribu-
tion as expected by universality, see Section 4.2.1.

Finally, as mentioned above, for ASEP it is known that (1.2) is only an inequality
(see e.g. [17, 30]). From the results of [48] it follows that the difference

min
M≤N

{
XM(τ) +Xstep

N−M(τ, t)
}
−XN(t) ≥ 0, (1.4)

once divided by t1/3, goes to zero as t → ∞ (see Lemma 2.10). However the speed
of convergence to zero remains unknown. For that reason, using our quasi-geodesic,
we numerically study the discrepancy

d(t) = XN(τ)(τ) +Xstep
N−N(τ)(τ, t)−XN(t) ≥ 0, (1.5)

which clearly is a bound for (1.4). Surprisingly the numerical simulation indicates
that d(t) tends to a finite random variable, without the need to be divided by tθ

for some θ ∈ (0, 1/3), see Section 4.1.2. Thus for ASEP the correction to (1.2) is of
order one. In a recent paper [1] it is shown that the height function has bounded
discrepancy from the maximum of some LPP line ensembles (see Section 4 of [1]).
However, it remains unclear how to relate the entries in the line ensembles with
ASEP height functions.

Outline. We present our results in Section 2. In Section 2.1, we introduce the
models ASEP and speed changed ASEP. The generalized backward geodesic is
defined in Section 2.2. Analytical results for the backward geodesic in TASEP
are given in Section 2.3 and proved later in Section 3.1. The exact scaling for-
mulas for non-integrable models are also provided in Section 2.3, with a detailed
explanation on how to use KPZ scaling theory to derive these results given in Sec-
tion 3.2. Finally, in Section 4, we present numerical results to verify the conjectures
mentioned in previous sections.
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Strategy - GZ 2047/1, projekt-id 390685813 and by the Deutsche Forschungsge-
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SFB 1060. We authors are grateful to Herbert Spohn for indicating the non-
integrable model with computable non-universal scaling coefficients, to Dominik
Schmid and Ofer Busani for discussions, as well as Milind Hedge for explaining
their approximate LPP representation.
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2 Model and results

2.1 Simple exclusion process

The simple exclusion process (SEP) is among the interacting particle systems intro-
duced by Spitzer [53]. It is a Markov process ηt on configuration space Ω = {0, 1}Z
that describes the motion of particles on Z, where ηt(i) = 1 (resp. ηt(i) = 0) stands
for presence (resp. absence) of a particle at position i at time t. For a configuration
η ∈ Ω and x, y ∈ Z, we define ηx,y ∈ Ω as

ηx,y(i) =





η(y), if i = x,

η(x), if i = y,

η(i), otherwise.

(2.1)

The generator of SEP is given by

Lf(η) =
∑

x,y∈Z
|x−y|=1

cη(x, y)η(x)(1− η(y))(f(ηx,y)− f(η)) (2.2)

for any cylinder function f : Ω → R and where cη(x, y) is the jump rate from site
x to site y. In this work, we will consider three special cases:

(a) TASEP: The totally asymmetric simple exclusion process (TASEP) has jump
rates given by

cη(x, y) =

{
1, if y = x+ 1,

0, otherwise.
(2.3)

(b) ASEP: The asymmetric simple exclusion process (ASEP) with asymmetry
parameter p ∈ (1/2, 1] is defined by the jump rate in (2.2)

cη(x, y) =





p, if y = x+ 1,

1− p, if y = x− 1,

0, otherwise,

(2.4)

see Figure 1 for an illustration.

1 - pp p


1 - p p

Figure 1: Illustration for jump rate in ASEP. In the setting of ASEP, every particle
will attempt to jump its nearest neighbour independently with jump rate p to the
right and 1− p to the left. The attempted jump is successful only if the target site
is unoccupied.

(c) Speed changed ASEP: Speed changed ASEP (ASEPsc) are models where the
jump rate is not constant, but it depends on the local particle configuration. We
consider here a model with next-nearest-neighbour interactions as in [40]. It is still
in the family of SEP since the jumps are nearest-neighbour, that is, for |i| ≥ 2,
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cη(x, x+ i) = 0. The jump rates from x to x+1 and x− 1 are given as follows. Let
αi, γi ≥ 0 with i ∈ {2, 3, 4} be fixed parameters. Then the right jumps occur with
rate

cη(j, j + 1) =





α2, if η(j − 1) = 0, η(j) = 1, η(j + 1) = 0, η(j + 2) = 1,

α3, if η(j − 1) = 0, η(j) = 1, η(j + 1) = 0, η(j + 2) = 0,

α3, if η(j − 1) = 1, η(j) = 1, η(j + 1) = 0, η(j + 2) = 1,

α4, if η(j − 1) = 1, η(j) = 1, η(j + 1) = 0, η(j + 2) = 0,

(2.5)

while the left jumps have rates

cη(j + 1, j) =





γ2, if η(j − 1) = 0, η(j) = 0, η(j + 1) = 1, η(j + 2) = 1,

γ3, if η(j − 1) = 0, η(j) = 0, η(j + 1) = 1, η(j + 2) = 0,

γ3, if η(j − 1) = 1, η(j) = 0, η(j + 1) = 1, η(j + 2) = 1,

γ4, if η(j − 1) = 1, η(j) = 0, η(j + 1) = 1, η(j + 2) = 0,

(2.6)

see Figure 2 for an illustration.

jj - 1 j + 1 j + 2 jj - 1 j + 1 j + 2

α2

α3

α3

α4

γ2

γ3

γ3

γ4

Figure 2: Illustration for jump rate of process ASEPsc. The left figure is for right
jump rates (2.5), while the right figure is for left jump rates (2.6).

For TASEP and ASEP many analytic results have been obtained, many of them
due to the presence of some integrable structure. However not every observable one
is easily accessible by exact formulas. The reason why we have chosen ASEPsc,
is that, on the one hand it does not have an integrable structure as in (T)ASEP
allowing an exact asymptotic analysis, on the other hand the stationary measure is
known and with it we can compute all the model-dependent coefficients which enters
in the KPZ scaling theory. As a consequence, we do not have any free parameter
to be numerically fitted in order to verify the conjectures.

Due to the exclusion principle and nearest-neighbour jumps, the order of the
particles remains unchanged. Therefore we can describe the system of particles by
labeling them. Denote by Xn(t) the position at time t of particle n. Then we use
the right-to-left convention, namely Xn+1(t) < Xn(t) for any n and t. Furthermore,
we choose the labeling of the initial condition such that the particle with label 0 is
the right-most starting to the left of the origin, that is,

· · · < X1(0) < X0(0) ≤ 0 < X−1(0) < · · · . (2.7)

We denote by X(t) = (Xn(t))n∈Z the particles position process.
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2.2 Backwards geodesic and index process

Backwards geodesic and index process in the TASEP setting were introduced in [26],
see also [30]. For TASEP they have many properties similar to geodesics in the last
passage percolation models. Physically they track the space-time locations where
the randomness is relevant for the position of the particles at time t. We extend its
definition also to generic SEP, which includes ASEP and ASEPsc, and numerically
investigate some (conjecturally universal) statistics.

Definition 2.1 (Backwards geodesic and index process). For any fixed N ∈ Z and
t ≥ 0, we call (N(t ↓ s))s∈[0,t] as the backwards index process of particle N
starting from time t and running backwards in time. It is defined as follows1:

1. At time t, we set N(t ↓ t) = N .

2. The label changes at time s ∈ [0, t) if the following occur:

(a) there exists a suppressed right to left jump of particle XN(t↓s+), then we
set N(t ↓ s) = N(t ↓ s+)− 1,

(b) there exists a suppressed left to right jump of particle XN(t↓s+), then we
set N(t ↓ s) = N(t ↓ s+) + 1.

The trajectory (XN(t↓s))s∈[0,t] is called the backwards geodesic of particle N start-
ing from time t. N(t ↓ 0) is called the end-point of the backwards geodesic.

X0X1X2 X-2X-1

X0(t)












t1

t2

t3

-4 -3 -2 -1 0 1 2 3 4
0

1

2

3

4

Figure 3: Illustration for backwards geodesic in ASEP setting for the index N = 0.
From left to right, the black solid lines are the space-time trajectory of particles X2,
X1, X0, X−1 and X−2 respectively. The arrow with a cross stands for a suppressed
jump. The green line is the trajectory of backwards geodesic of particle X0. t1, t2
and t3 are the times when N(t ↓ s) changes its value, for instance, at time t2, since
particle X1 has a right suppressed jump, we set N(t ↓ t2) = N(t ↓ t+2 )− 1.

1In the notation, we do not explicitly write the dependence on N .
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Construction of ASEP. To state the properties of backwards index process, we
recall the following construction of ASEP [28], on which Poisson clocks are assigned
to particle labels. We have a family of independent Poisson processes {T+

m , T
−
m}m∈Z

where T+
m has parameter p and T−m has parameter 1− p. The points of the Poisson

process T+
m (resp. T−m) are the time when a particle with labelm attempts to jump to

its right (resp. left), and the jump is successful provided the arrival site is empty. By
the independence of the Poisson processes, almost surely, there are no simultaneous
jump trials. Moreover, for each fixed t ≥ 0, almost surely there exist infinitely many
positive and negative integers m such that there exist no Poisson points of T+

m and
T−m in the time interval [0, t] so that the construction is well-defined (in the same
way Harris graphical construction for the basic coupling is well-defined [36,37,41]).

We couple two processes X(t) and Y (t) with different initial conditions X(0)
and Y (0) such that particle Xi and Yi use the same clocks (T+

i , T
−
i ) for all i ∈ Z.

This is called the clock coupling [28]. For two configurations X, Y , we define a
partial order X � Y if X(i) ≤ Y (i) for all i ∈ Z. As for the basic coupling, the
clock coupling also preserves the partial ordering.

Lemma 2.2 (Lemma 3.9 of [28]). Under clock coupling, if X(0) � Y (0), then we
have X(s) � Y (s) for all s ≥ 0 almost surely.

Next, we define a process, with step initial condition, coupled with X , in such
a way that particle n−M uses the same clocks as particle n of the process X . To
keep track of the coupling with X and the shift of the clocks by M , we will call the
new process Xstep,X,M .

Definition 2.3. Let X(t) be ASEP and M ∈ Z be fixed. We define the process
Xstep,X,M(t) as follows:

1. Initial condition:

Xstep,X,M
n (0) =

{
−n, if n ≥ 0,

∞, otherwise.
(2.8)

2. Time evolution: for each i ∈ Z, we let Xstep,X,M
i−M (t) and Xi(t) use the same

Poisson processes (T+
i , T

−
i ).

For TASEP, it was shown in [26, 52] that

XN(t) = min
M≤N

{
Xstep,X,M

N−M (t) +XM(0)
}
= X

step,X,N(t↓0)
N−N(t↓0) (t) +XN(t↓0)(0) (2.9)

almost surely for all N ∈ Z and t ≥ 0.

Remark 2.4. TASEP was known to satisfy the skew-time reversibility [42], which
states:

P (Xn(t) ≥ s) = P

(
X̂n(t) ≤ Xn(0), X̂n−1(t) ≤ Xn−1(0), . . . , X̂n−m(t) ≤ Xn−m(0)

)
,

(2.10)
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where X̂(t) is TASEP with left drift (i.e., q = 1 and p = 0) and initial condition

X̂r(0) =

{
s+ (n− r), if r ≤ n,

−∞, otherwise.
(2.11)

Note that the initial condition X̂(t) is a step initial condition. Hence, skew-time
reversibility establishes a connection between general initial condition and step initial
condition. Backwards geodesic provides the same property.

For ASEP with p < 1, these equalities are not anymore true, but

X
step,X,N(t↓0)
N−N(t↓0) (t) +XN(t↓0)(0) ≥ min

M≤N

{
Xstep,X,M

N−M (t) +XM(0)
}
≥ XN(t). (2.12)

Lemma 2.5. Let X(t) be ASEP with jump rate (2.4), then, almost surely,

DN(t) = X
step,X,N(t↓0)
N−N(t↓0) (t) +XN(t↓0)(0)−XN(t) ≥ 0. (2.13)

Proof. Let Y (t) be a ASEP with initial condition

Yn(0) =

{
Xn(0), if n ≥ N(t ↓ 0),

∞, otherwise,
(2.14)

and couple Y (t) and X(t) via clock coupling. By Lemma 2.2, we have almost surely
X(t) � Y (t). Define process Z(t) as

Zm(t) = X
step,X,N(t↓0)
m−N(t↓0) (t) +XN(t↓0)(0). (2.15)

Then by Definition 2.3, we have

Zm(0)
(2.8)
= −m ≥ Ym(0), ∀m ≥ N(t ↓ 0), (2.16)

and particle Zm and Ym use the same Poisson clock. Using Lemma 2.2 once again,
we obtain

Zm(t) ≥ Ym(t) ≥ Xm(t), ∀m ≥ N(t ↓ 0), t ≥ 0, (2.17)

from which (2.13) follows.

2.3 Observables

2.3.1 Limit behaviour of the end-point of the backwards geodesic

In this paper, we consider flat non-random initial condition with density 1/2, that
is

Xn(0) = −2n, ∀n ∈ Z. (2.18)

The first observable we are interested in is the end-point of the backwards geodesic,
that is, XN(t↓0)(0).

In TASEP, backwards geodesic could be viewed as analog of geodesics in the last
passage percolation models [15]. Therefore the law of XN(t↓0)(0) should converges
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in the scaling limit to the end-point of the geodesics for last passage percolation for
the point-to-line problem. This is given by

û = argmax
u∈R

{A2(u)− u2}, (2.19)

where A2 is Airy2 process [47].

In [39] it is proven that2 limN→∞ TN
d
= û, where TN is the endpoint of geodesic

in a point-to-point last passage percolation (LPP) setting. We show a similar result
for the end-point of the backwards geodesic in TASEP.

Theorem 2.6. Consider TASEP with flat initial condition (2.18). Then, for any

N ∈ Z, we have limt→∞B
TASEP
t

d
= û, where

BTASEP
t =

XN(t↓0)(0)−XN(0)− t/2

21/3t2/3
. (2.20)

Based on KPZ scaling theory [54], which will be discussed in more detail in
Section 3.2, we get the following predictions for ASEP and ASEPsc.

Conjecture 2.7. Consider ASEP with flat initial condition (2.18). Then for any

N ∈ Z we have limt→∞B
ASEP
t

d
= û, where

BASEP
t =

XN(t↓0)(0)−XN (0)− (p− q)t/2

21/3((p− q)t)2/3
. (2.21)

To state the conjecture for ASEPsc, we need additional assumptions on its
jump rate, under which the invariant measure is known [40] and it allows us to
compute analytically all model-dependent parameters in the scaling conjecture. Fix
parameters β, E ∈ R and choose the jump rates in (2.5), (2.6) as

α2 = 1, α3 =
1
2

(
1 + e−β

)
, α4 = e−β,

γ2 = e−βe−E , γ3 =
1
2

(
1 + e−β

)
e−E , γ4 = e−E .

(2.22)

Conjecture 2.8. Consider ASEPsc, with flat initial condition (2.18) and rates

given by (2.22). Then, for any N ∈ Z, we have limt→∞B
ASEPsc
t

d
= û, where

BASEPsc
t =

XN(t↓0)(0)−XN (0)− 2J(β, E)t

21/3t2/3Γ(β, E)2/3A(β)−1
, (2.23)

where

J(β, E) =
1− e−E

2 (eβ/2 + eβ)
, A(β) =

eβ/2

4
,

Γ(β, E) =

(
3eβ/2 − 1

) (
1− e−E

)

eβ/2 + eβ
.

(2.24)

In Section 4.1.1 we present the numerical simulations confirming Conjecture 2.7
and in Section 4.2.2 for Conjecture 2.8.

2To be precise, it is proven under the assumption of uniqueness of û, which was subsequently
shown in [21].
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2.3.2 Particle’s position in speed changed ASEP

The KPZ scaling theory explained in Section 3.2 leads also to the following conjec-
ture for the limiting distribution of particle’s position in ASEPsc.

Conjecture 2.9. For ASEPsc with initial condition (2.18). Define the rescaled
process

Xresc
N (t) =

XASEPsc

N (t)−XASEPsc

N (0)− 2J(β, E)t

−2Γ(β, E)1/3t1/3
. (2.25)

Then, for any N ∈ Z, we have

lim
t→∞

P (Xresc
N (t) ≤ s) = FGOE(2s), ∀s ∈ R, (2.26)

where FGOE is Tracy-Widom GOE distribution [57].

In Section 4.2.1 we numerically show that this conjecture holds true.

2.3.3 Discrepancy for ASEP

Recall that DN (t) defined in (2.13) is generally not zero in ASEP, but pos-
itive. Moreover, DN(t) is an upper bound for the discrepancy between
minM≤N{Xstep,X,M

N−M (t)+XM(0)} and XN(t). From recent results on ASEP, it follows
that

Lemma 2.10. We have

lim
t→∞

minM≤N{Xstep,X,M
N−M (t) +XM(0)} −XN(t)

t1/3
= 0 (2.27)

in probability.

Proof. It is enough to show limt→∞D
resc
N (t)

d
= 0, where

Dresc
N (t) :=

minM≤N{Xstep,X,M
N−M (t) +XM(0)}
t1/3

− XN(t)

t1/3
. (2.28)

Recall that X(t) is ASEP with flat initial condition with asymmetric parameter p.
For t > 0, we define t̂ := (2p− 1)t. Without loss of generality, we set N = t̂/4. We
have, see [43, 48],

lim
t→∞

P

(
XN (t)

−t̂1/3
≤ s

)
= FGOE(2s). (2.29)

By (2.13), we have

XN(t)

−t̂1/3
≤ max

M≤N

Xstep,X,M
N−M +XM(0)

−t̂1/3

≤ 2−1/3 max
u≥2−4/3 t̂1/3

Xstep,X,−2−2/3t̂2/3u

t̂/4+2−2/3 t̂2/3u
(t) + 21/3t̂2/3u

−2−1/3t̂1/3
,

(2.30)

where in the second step we parameterize M by −2−2/3t̂2/3u.
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In [48], it is showed that in the t → ∞ limit the r.h.s. of (2.30) converges
to 2−1/3T with T = maxu∈R {A2(u)− u2}. It is known that P

(
2−1/3T ≤ s

)
=

FGOE(2s) [39].
This means that, properly rescaled, both terms in the r.h.s. of (2.28) converge to

the same distribution as t→ ∞, and since Dresc
N (t) ≥ 0 one stochastically dominated

the other. This implies that Dresc
N (t) scaled by t−1/3 converges to 0, see for instance

Lemma 4.1 of [13].

If N(t ↓ 0) is close to the minimization index, then we would also expect that
DN(t)/t

1/3 → 0 as t → ∞. However, it remains unclear whether the unscaled
discrepancy DN(t) diverge or converge to a non-degenerate random variable as
t→ ∞. Our numerical simulation indicates that the latter is the case.

Conjecture 2.11. There exists a non-degenerate (discrete) distribution G such that

lim
t→∞

P (DN(t) ≤ s) = G(s), ∀s ∈ R. (2.31)

In Section 4.1.2 we provide numerical evidence of Conjecture 2.11.

3 Analytic results

In this section we will show Theorem 2.6 and calculate the explicit formula men-
tioned in several conjectures above.

3.1 Proof of Theorem 2.6

In the whole section, we will assume X(t) is a TASEP with Xn(0) = −2n for all
n ∈ Z. For a fixed N , recall that N(t ↓ 0) is the end-point of the backwards geodesic
of particle XN starting from time t (see Definition 2.1). Define

û = argmax
u∈R

{A2(u)− u2}, (3.1)

where A2 is the Airy2 process. Since Xn(0) = −2n for all n ∈ Z, the statement of

Theorem 2.6 is equivalent to limt→∞ ut
d
= û, where

ut =
N −N(t ↓ 0)− t/4

2−2/3t2/3
. (3.2)

The strategy is as follows. Let Xstep(t) be TASEP with step initial condition,
i.e., Xn(0) = −n for all n ≥ 0 and define the rescaled process

Ht(x) =
Xstep

⌊t/4+2−2/3t2/3x⌋
(t) + 21/3t2/3x

−2−1/3t1/3
, ∀x ≥ −2−4/3t1/3 (3.3)

and
ût = inf

{
x ≥ −2−4/3t1/3

∣∣Ht(x) = max
y
Ht(y)

}
. (3.4)
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In Lemma 3.2, we will show that, for any fixed t > 0,

ut
d
= ût. (3.5)

It is then enough to show ût → û in distribution as t → ∞. By Proposition 2.9
in [15], Ht(u) → A2(u)−u2 weakly on C([−L, L]) for any 0 < L <∞. Together with
the tightness of the distribution of ût (see Lemma 3.3 below) and the uniqueness of
argmaxu∈R{A2(u)−u2} (see for instance [21, Theorem 4.3], [35], [44]), we conclude
that ût converges in distribution to û (see Proposition 3.5 below). Together with
(3.5), we then obtain Theorem 2.6.

3.1.1 Proof of the identity (3.5)

The starting point is the following observation.

Lemma 3.1. Let X(t) be an arbitrary TASEP with initial condition X(0), and
Xstep,X,M be defined as in Definition 2.3. Then, for any t ≥ 0 and N ∈ Z, we have

N(t ↓ 0) = max{n ≤ N |Xstep,X,n
N−n (t) +Xn(0) = XN(t)} (3.6)

see Figure 4 for an illustration.

X0X1X2 X-2X-1

Time(t)









-4 -3 -2 -1 0 1 2 3 4
0

1

2

3

4

X0
s����X �,

Time(t)







-4 -3 -2 -1 0 1 2 3 4
0

1

2

3

4

Figure 4: Illustration for Lemma 3.1. On the left panel: from left to right, the
black solid lines represent the trajectory of particles X2, X1, X0, X−1, and X−2
respectively. The green line is the backwards trajectory of particle X1 from time t.
The end-point of this trajectory is X−1. Note that X1(t = 5) = 1. On the right
panel: from right to left, the black solid lines represent the trajectories of particles
Xstep,X,0

0 , Xstep,X,0
1 , and so on. In particular, note that 0 > −1 = N(t ↓ 0) and

Xstep,X,0
1 (t = 5) = 2 > 1 = X1(t = 5).

Proof. By (2.9), N(t ↓ 0) ∈ {n ≤ N |Xstep,X,n
N−n (t) + Xn(0) = XN(t)}. Let M ∈

(N(t ↓ 0), N ] and we show that

Xstep,X,M
m−M (t) +XM(0) ≥ Xm(t) + 1, ∀m ∈ [M,N ]. (3.7)

We define a new process Z(t) with initial condition

Zn(0) =

{
Xn(0), if n ≥M,

∞, otherwise
(3.8)

12



with Zn sharing the same Poisson clocks with Xn. By monotonicity property (see
Lemma 2.2), we have Xstep,X,M

m−M (t) + XM(0) ≥ Zm(t). By definition of backwards
geodesic, for each m ∈ [M,N ], there exists

tN > tN−1 > · · · > tM (3.9)

such that at time tm particle Xm has a right suppressed jump by the presence of
Xm−1. We claim that

Zm(s) ≥ Xm(s) + 1, ∀m ∈ [M,N ], s ∈ (tm, t]. (3.10)

We show this via induction onm. Form =M , since ZM−1(s) = ∞ for all s ≥ 0, the
attempted jump at tM will be a successful one for ZM , hence, we have ZM(t+M) ≥
XM(t+M) + 1. This also implies ZM(s) ≥ XM(s) + 1 for all s > tM , since ZM and
XM shares the same Poisson clock. Suppose now ZN−1(s) ≥ XN(s) + 1 for all
s > tN−1, then ZN−1(tN) ≥ XN−1(tN )+1, thus, the attempted jump at tN will also
be successful for ZN and hence ZN(t

+
N) ≥ XN(t

+
N )+1. Using monotonicity property

once more, we then obtain ZN(t) ≥ XN (t) + 1.

Applying (2.9), Xn(0) = −2n for all n ∈ Z and Lemma 3.1, we obtain

N(t ↓ 0) = max

{
n ≤ N

∣∣∣Xstep,X,n
N−n (t)− 2n = min

m≤N

{
Xstep,X,m

N−m (t)− 2m
}}

. (3.11)

Lemma 3.2. For fixed t ≥ 0, it holds ut
d
= ût.

Proof. Choose a fixed t ≥ 0. By the spatial homogeneity, we only need to show the
case for N = t

4
. Define now n(x) = 2−2/3t2/3x, Zn

m = Xstep,X,n
m (t), and

W (t) = min
x≥−2−4/3t1/3

{
Z

n(x)
t/4+n(x)(t) + 2n(x)

}
. (3.12)

Then by (3.11), we have

N(t ↓ 0) = max

{
n ≤ t/4

∣∣∣Zn
t/4−n(t)− 2n = min

m≤t/4

{
Zm

t/4−m(t)− 2m
}}

=− 2−2/3t2/3 min
{
x ≥ −2−4/3t1/3

∣∣∣Zn(x)
t/4+n(x)(t) + 2n(x) = W (t)

}

d
=− 2−2/3t2/3 inf

{
x ≥ −2−4/3t1/3|Ht(x) = maxHt(y)

}
= −2−2/3t2/3ût,

(3.13)

where in the second last step we use the fact that Xstep and Xstep,X,M have the
same distribution for all M ≤ N .

3.1.2 Localization

Finally we need to show limt→∞ ût
d
= û. First, we establish the following tightness

result for ût:

Lemma 3.3. For any L > 0, there exists T = T (L) > 0 such that

P (|ût| > L) ≤ Ce−cL ∀t ≥ T (L) (3.14)

for constants C, c > 0 independent on L.
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Remark 3.4. A similar result was previously obtained in the context of LPP; see
(4.21) of [32]. However, additional steps are required to translate this result into
the setting of TASEP. Therefore, we provide a direct proof here, without relying on
the connection to LPP.

The proof is postponed to the end of this section. Lemma 3.3 direcly implies

Proposition 3.5. Let ût be defined as (3.4), then

lim
t→∞

ût
d
= û. (3.15)

Proof. We define the functional sargmax [39] on C([−L, L]) (without dependence
on L for notation) as:

sargmax
|x|≤L

f(x) = inf
{
u ≥ −L

∣∣ max
x∈[−L,u]

f(x) = max
x∈[−L,L]

f(x)
}
. (3.16)

Additionally,

ûLt = sargmax
|x|≤L

Ht(x), and ûL = sargmax
|x|≤L

(
A2(u)− u2

)
. (3.17)

By the triangle inequality we obtain

|P (ut ≤ x)− P(û ≤ x)|
≤
∣∣P
(
uLt ≤ x

)
− P

(
ûL ≤ x

)∣∣+ P
(
ûL 6= û

)
+ P

(
ut 6= uLt

)
.

(3.18)

Since the maximizer of A2(u)−u2 is unique, it is a continuous point of the functional
sargmax. Thus, by weak convergence, the first term in the right-hand side of (3.18)
converges to 0 as t→ ∞. Moreover, [39] shows that P

(
û 6= ûL

)
≤ ǫ for large L. By

Lemma 3.3, the third probability is also arbitrarily small for sufficiently large L.
Thus taking first t → ∞ and then L → ∞ we get that |(3.18)| ≤ 2ε for any ε > 0,
which concludes the proof.

We adapt the method for Proposition 1.4 in [39] to prove Lemma 3.3. Recall
Ht(u) defined in3 (3.3). We define

S∞t = max
u≥2−4/3t1/3

Ht(u), SL
t = max

u∈[−L,L]
Ht(u). (3.19)

Lemma 3.6. For any L > 0, there exists T = T (L) > 0 such that

P
(
S∞t 6= SL

t

)
≤ Ce−cL ∀t ≥ T (L). (3.20)

Proof. Choose ε > 0. For arbitrary A ∈ R, we have

{Ht(0) > A} ∩
{

max
u 6∈[−L,L]

Ht(u) < A
}
⊂ {S∞t = SL

t }. (3.21)

3We drop the ’step’ in the notation in below.

14



Thus,

P
(
S∞t 6= SL

t

)
≤ P (Ht(0) ≤ A) + P

(
max

u 6∈[−L,L]
Ht(u) ≥ A

)
. (3.22)

Choosing A = −2−3L2, we have4

P (Ht(0) ≤ A) = P
(
Xt/4 ≥ 2−3L2t1/3

)
≤ Ce−cL

3

. (3.23)

We can bound the second term on the right hand side of (3.22) as

P

(
max

u 6∈[−L,L]
Ht(u) ≥ A

)
≤ P

(
max
u≥L

Ht(u) ≥ A

)

︸ ︷︷ ︸
=:I

+P

(
max

u∈[2−4/3t1/3,−L]
Ht(u) ≥ A

)

︸ ︷︷ ︸
=:II

.

(3.24)
It remains to control the two terms on the right hand side. Using definition of
Ht(x), we have

I = P

(
min

n≤−2−2/3t2/3L
{Xt/4−n(t)− 2n} ≤ 2−10/3t1/3L2

)

=P

(
min

n∈[− t
4
−L2t1/3,−2−2/3t2/3L]

{Xt/4−n(t)− 2n} ≤ 2−10/3t1/3L2

)

≤P

(
min

n∈[− t
4
−L2t1/3,− t

4
]
{Xt/4−n(t)− 2n} ≤ 2−10/3t1/3L2

)

+P

(
min

n∈[− t
4
,−2−2/3t2/3L]

{Xt/4−n(t)− 2n} ≤ 2−10/3t1/3L2

)
,

(3.25)

where the second equality follows from

Xt/4−n(t)− 2n ≥ −n− t

4
≥ L2t1/3 (3.26)

for all n ≤ − t
4
− L2t1/3 and t ≥ 0, since X(t) is TASEP with step initial condition.

Setting γ = 1
4
, T = 2t and K = 2−7/3L in (4.53) of [28], one obtains that the

probability on the last line of (3.25) is smaller than Ce−cL. Note that

2−10/3L2t1/3 − 2n ≤ (1− 2
√
1/4 + nt−1)t− (n2t−4/3 − α2)t1/3 (3.27)

for all n ∈ [Lt2/3, t/4+L2t1/3]. The term on the second last line of (3.25) is bounded
by

t/4+L2t1/3∑

n=t/4

P

(
Xt/4+n(t) ≤ (1− 2

√
1/4 + nt−1)t− (n2t−4/3 − L2)t1/3

)

≤CL2t1/3e−c(t
2/3/16−L2) ≤ Ce−cL

2

(3.28)

4Combining Proposition B.1 and (56) in [2], one obtains the upper bound for LPP in point-

to-point setting, i.e., P (Lresc

ℓ ≤ s) ≤ Ce−c|s|3/2, where Lresc

ℓ is the rescaled last passage time from
(0, 0) to (ℓ, ℓ). Using the fact that the maximal last passage time from line L = {(k,−k), k ∈ Z}
to (ℓ, ℓ) is larger than the one from (0, 0) to (ℓ, ℓ), one also obtain the upper bound for LPP in
point-to-line setting, see also Proposition B.1 (c) in [34].
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for all t ≥ (8L)3. Thus I ≤ Ce−cL for some constants C, c > 0. It remains to control
II . Applying definition of Ht(x), we have

II = P

(
min

u∈[2−2/3Lt2/3, t
4
]

{
Xt/4−n(t)− 2n

}
≤ L2t1/3

)
. (3.29)

Let Xhf(t) be TASEP with half flat initial condition, i.e.,

Xhf
n (0) =

{
−2n, if n ≥ 0,

∞, otherwise.
(3.30)

By (2.9), we have

Xhf
t/4−2−2/3Lt2/3(t) = min

M∈[0,t/4−2−2/3Lt2/3]

{
Xstep,Xhf ,M

t/4−2−2/3Lt2/3−M
(t)− 2M

}

= min
n∈[2−2/3Lt2/3, t

4
]

{
Xstep,Xhf ,M

t/4−n (t)− 2n
}
− 21/3Lt2/3.

(3.31)

In other words, there exists a coupling between X(t) and Xhf(t) such that

min
n∈[2−2/3Lt2/3, t

4
]

{
Xt/4−n(t)− 2n

}
= Xhf

t/4−2−2/3Lt2/3(t)− 21/3Lt2/3. (3.32)

Then we have5

II = P

(
Xhf

t/4−2−2/3Lt2/3(t)− 21/3Lt2/3 ≤ L2t1/3
)
≤ Ce−cL. (3.33)

This finishes the proof.

Proof of Lemma 3.3. Note that {ût > L} ⊂ {SL
t 6= S∞t }, hence we have

P (ût > L) ≤ Ce−cL (3.34)

for t large. Also, we have {ût < −L} ⊂ {maxu∈[2−4/3t1/3,−L]Ht(u) ≥ A} ∪ {Ht(0) ≤
A} for arbitrary A. Choosing A as the one in proof of the previous lemma, we have

P (ût < −L) ≤ Ce−cL (3.35)

by (3.23) and (3.33).

3.2 KPZ scaling theory

The KPZ scaling theory [54], see also further details in Section 6 of [46], provides
a universal scaling formula for models in the KPZ class. After presenting the for-
mulas conjectures by the KPZ sclaing theory, we compute the universal constants
using results from TASEP. The model-dependent quantities are easy to compute
for ASEP, but more involved for ASEPsc.

Let ηt be a general exclusion process with generator (2.2).

5This comes from the proof of Theorem 2.6 in [20]. To see this, we set ℓ = t, s = 0 and
kM = 22/3α, then (2.33) in [20] will become (3.33) in our setting.
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Assumption 3.7 ( [54]). The spatially ergodic and time stationary measures of the
process ηt are precisely labeled by the average density

ρ = lim
a→∞

1

2a+ 1

∑

|j|≤a

η(j) (3.36)

with |ρ| ≤ 1.

Denote µρ as the stationary measure satisfying Assumption 3.7. Define the
stationary current as

J(ρ) =µρ (cη(0, 1)η(0)(1− η(1)))− µρ (cη(1, 0)η(1)(1− η(0))) (3.37)

and integrated stationary covariance as

A(ρ) =
∑

j∈Z

(µρ (η(0)η(j))− µρ (η(0))
2) =

∑

j∈Z

(µρ (η(0)η(j))− ρ2). (3.38)

Set Γ(ρ) = −A(ρ)2J ′′(ρ).

3.2.1 Scaling for particle’s position

As explained in [46], the fluctuations of the integrated current (height function)
in KPZ models should be scaled by Γ(ρ)1/3t1/3 and the spatial scaling around the
macroscopic behaviour should be scaled by Γ(ρ)2/3A(ρ)−1t2/3. The height function
is defined by setting h(0, 0) = 0, h(0, t) = 2J(t), with J(t) then integrated particle
current at 0 in the time interval [0, t] and h(x+ 1, t)− h(x, t) = 1− 2ηt(x).

For initial condition xn(0) = −⌊n/ρ⌋, by universality we expect that the rescaled
height function

h(ξt+ c1Γ(ρ)
2/3A(ρ)−1t2/3u, t)− (1− 2ρ)(ξt+ c1Γ(ρ)

2/3A(ρ)−1t2/3u)− 2J(ρ)t

−c2Γ(ρ)1/3t1/3
(3.39)

converges weakly to A1(u) for some model independent constants c1, c2.
This result can be restated in terms of particle’s positions by using the identity

P (h(m− n, t) ≥ m+ n) = P (Xn(t) ≥ m− n) . (3.40)

A simple computation leads to the following scaling formula for particle’s position.

Conjecture 3.8. Suppose ηt is Markov process with generator (2.2), initial condi-
tion Xn(0) = −⌊n/ρ⌋ with ρ ∈ (0, 1), and invariant measure µρ satisfying Assump-
tion 3.7. Then there exist universal constants c1 and c2 such that

lim
t→∞

Xuθ(ρ)t2/3(t) + uθ(ρ)t2/3/ρ− J(ρ)t/ρ

−(c2Γ(ρ)t)1/3/ρ
= A1(u), (3.41)

where θ(ρ) = c1Γ(ρ)
2/3A(ρ)−1ρ.
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The constants are c1 = 2 and c2 = 1. These are obtained by considering the
case of TASEP with flat initial condition (2.18) it is proven that [16]

lim
t→∞

X[ut2/3](t) + 2ut2/3 − t/2

−t1/3 = A1(u). (3.42)

Since for TASEP J(ρ) = A(ρ) = ρ(1 − ρ), for ρ = 1/2 we obtain J(ρ)t/ρ = t/2,
J ′′(ρ) = −2, Γ(ρ) = 1/8. Therefore we have c1 = 2 and c2 = 1. The scaling also fits
with the results for flat TASEP with generic density ρ as computed in Appendix A
of [31].

The stationary measures of ASEP satisfy Assumption 3.7 and below we show
that the same holds true for ASEPsc.

3.2.2 Scaling for end-point of backwards geodesic

In this section, we deduce the conjecture on the limit fluctuation behaviour of
end-point of backwards geodesic. There are essentially two terms appearing in the
formula: the law of large number term and the fluctuation order term. For the law
of large term, we have

XN(t↓0)(0)−XN(0) = XN(t)−XN(0)︸ ︷︷ ︸
=:I

− (XN (t)−XN(t↓0)(0))︸ ︷︷ ︸
=:II

. (3.43)

By Definition, J(ρ) is the expected rate of numbers of particles jumping across
edge {0, 1}, together with the density ρ, the law of large number term of I should
be given as J(ρ)t/ρ. As for term II, let ρ(x, t) be the macroscopic particle’s density,
then it should governed by [40, Equation (6.9)]

∂ρ

∂t
= −∂J(ρ)

∂x
= −∂J(ρ)

∂ρ
· ∂ρ
∂x

(3.44)

so that ρ is constant along the characteristic line w(t) with w(0) = ρ0 and
∂w
∂t

= ∂J
∂ρ

[25]. On the other hand, the backwards geodesic mimics the characteristic line, thus,
the law of large number term should be expressed as J(ρ)t/ρ−J ′(ρ)t, see Figure 5.
For the fluctuation order term, by Conjecture 3.8, the correct order should be

CΓ(ρ)2/3A(ρ)−1t2/3. (3.45)

for some C ∈ R. Comparing to the known result of TASEP, i.e., Theorem 2.6, we
then obtain C = 21/3.

Conjecture 3.9. Consider any exclusion process with generator (2.2) and initial
condition Xn(0) = −⌊n/ρ⌋ for some ρ ∈ (0, 1) such that its translation invari-
ant stationary measure µρ satisfies Assumption 3.7. Then6 there exists universal
constant c2 such that

lim
t→∞

XN(t↓0)(0)−XN(0)− (J(ρ)/ρ− J ′(ρ))t

21/3Γ(ρ)2/3A(ρ)−1t2/3
d
= û, (3.46)

where û = argmaxu∈R {A2(u)− u2}.
6In both ASEP and ASEPsc, we have J ′(ρ) = 0 for ρ = 1/2.
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Time(t)

J(ρ)t/ρ

J� ρ)t

XN 0)

XN t)

XN t � 0)

Figure 5: The solid lines represent particle trajectories, with the blue line being the
trajectory from which we construct the backward geodesic (the dashed red line). We
have XN(t↓0)(0)−XN(0) = XN(t)−XN (0)− (XN (t)−XN(t↓0)(0)). Macroscopically,

the first difference is about J(ρ)t
ρ

, while the second difference is given by J ′(ρ)t.

Scaling coefficients for the conjecture on ASEP

For ASEP, we can calculate

J(ρ) = (p− q)ρ(1− ρ), A(ρ) = ρ(1− ρ), Γ(ρ) = (p− q)/8. (3.47)

Plugging ρ = 1
2
, we then obtain Conjecture 2.7.

Scaling coefficients for the conjecture on speed changed ASEP

For any ρ ∈ [0, 1], there exists an explicit stationary measure µρ for ASEPsc as long
as its jump rate satisfies

α2 = eβα4, α2 + α4 = 2α3,

γ2 = α2e
−βe−E , γ3 = α3e

−E, γ4 = α4e
βe−E,

(3.48)

for some β, E ∈ R. Moreover, the stationary measure µρ on {0, 1}Z of ηt has the
form [40, (6.19)]

µρ(η) =
1

Z
eβ

∑
i η(i)η(i+1)+h

∑
i η(i), (3.49)

where Z is the normalization constant and h fixes the density. Defining

h(x, y) = eβxy+
h
2
(x+y) (3.50)

we then have

µρ(η) =
1

Z

∏

i

h(η(i), η(i+ 1)). (3.51)
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For initial condition with density ρ = 1
2
, µρ satisfies Assumption 3.7. Recall

that we set
α2 = 1, α3 =

1
2

(
1 + e−β

)
, α4 = e−β,

γ2 = e−βe−E , γ3 =
1
2

(
1 + e−β

)
e−E , γ4 = e−E .

(3.52)

One can check that those parameter indeed satisfies condition (3.48). Hence, it
remains to calculate J(ρ) and A(ρ). The choice of this model is due to the fact
that, as mentioned in [40], it is one of the few growth model for which these model-
dependent parameters can be computed analytically.

Lemma 3.10. Let β, E ∈ R and ρ ∈ [0, 1] and jump rate given in (3.52). We have

J(ρ, β, E) = J+(ρ, β)(1− e−E), (3.53)

where the positive current J+ is given by

J+(ρ, β) =
2ρ(1− ρ)

[
eβ +

√
(1− 2ρ)2 + 4ρ(1− ρ)eβ

]

eβ
[
1 +

√
(1− 2ρ)2 + 4ρ(1− ρ)eβ

]2 . (3.54)

Its integrated covariance is given by

A(ρ, β, E) = ρ(1− ρ)
√

(1− 2ρ)2 + 4ρ(1− ρ)eβ . (3.55)

Plugging this with ρ = 1
2
into Lemma 3.10 leads to (2.24). Applying Conjec-

ture 3.8 (resp. Conjecture 3.9), we then obtain Conjecture 2.9 (resp. Conjecture 2.8).
Hence, it remains to prove Lemma 3.10. First note that the measure µρ in (3.51)
satisfies spatial Markov property.

Lemma 3.11. For any n ∈ Z≥1 and η ∈ {0, 1}Z, it holds

µρ(η(n)|η(0), . . . , η(n− 1)) = µρ(η(n)|η(n− 1)). (3.56)

Proof. Let m,n ∈ Z with m ≤ n and η(m), . . . , η(n) ∈ {0, 1}. We also define

Z<n = {x ∈ Z|x < n}, Z>n = {x ∈ Z|x > n}, ∀n ∈ Z. (3.57)

By (3.51), we have

µρ(η(m), . . . , η(n))

=
1

Z

∑

ξ1∈{0,1}Z<m

∑

ξ2∈{0,1}Z>n

{( ∏

i<m−1

h(ξ1(i), ξ1(i+ 1))

)
h(ξ1(m− 1), η(m))

×
( n−1∏

i=m

h(η(i), η(i+ 1))

)
h(η(n), ξ2(n+ 1))

∏

i>n

h(ξ2(i), ξ2(i+ 1))

}
(3.58)
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which can be further written as

1√
Z

∑

ξ1∈{0,1}Z<m

( ∏

i<m−1

h(ξ1(i), ξ1(i+ 1))

)
h(ξ1(m− 1), η(m))

︸ ︷︷ ︸
=:L(m,η(m))

×
( n−1∏

i=m

h(η(i), η(i+ 1))

)
1√
Z

∑

ξ2∈{0,1}Z>n

h(η(n), ξ2(n + 1))

(∏

i>n

h(ξ2(i), ξ2(i+ 1))

)

︸ ︷︷ ︸
=:R(η(n),n)

.

(3.59)
Thus we have

µρ(η(n)|η(0), . . . , η(n− 1)) =
µρ(η(0), . . . , η(n))

µρ(η(0), . . . , η(n− 1))

=h(η(n− 1), η(n))
R(η(n), n)

R(η(n− 1), n− 1)
=
µρ(η(n− 1), η(n))

µρ(η(n− 1))
= µρ(η(n)|η(n− 1)),

(3.60)
which completes the proof.

This result implied in particular that

µρ(η(m), . . . , η(n)) = µρ(η(m))

n−1∏

i=m

µρ(η(i+ 1)|η(i)), ∀m,n ∈ Z (3.61)

allowing us to compute J(ρ) and A(ρ) as follows.

Proof of Lemma 3.10. The stationary current. By its definition, see (3.37), we
have

J(ρ, β, E) =
∑

η∈Ω
η(0)=1,η(1)=0

cη(0, 1)µρ(η)

︸ ︷︷ ︸
=:J+(ρ,β)

−
∑

η∈Ω
η(0)=0,η(1)=1

cη(1, 0)µρ(η)

︸ ︷︷ ︸
=:J

−
(ρ,β)

. (3.62)

By the definition of jump rate (2.5), we have

J+(ρ, β) = α2µρ(η(−1) = 0, η(0) = 1, η(1) = 0, η(2) = 1)

+ α3µρ(η(−1) = 1, η(0) = 1, η(1) = 0, η(2) = 1)

+ α3µρ(η(−1) = 0, η(0) = 1, η(1) = 0, η(2) = 0)

+ α4µρ(η(−1) = 1, η(0) = 1, η(1) = 0, η(2) = 0).

(3.63)

Set
α̂ = µρ(η(1) = 1|η(0) = 0), β̂ = µρ(η(1) = 0|η(0) = 1). (3.64)

Applying (3.52), translation invariance and spatial Markov property (3.61) to (3.63),
we obtain

J+(ρ, β) =(1− ρ)α̂β̂α̂ +
1 + e−β

2
ρ(1− β̂)β̂α̂

+
1 + e−β

2
(1− ρ)α̂β̂(1− α̂) + ρ(1− β̂)β̂(1− α̂)e−β.

(3.65)
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Similarly, we get J−(ρ, β) = e−EJ+(ρ, β), which then implies

J(ρ, β, E) = (1− e−E)J+(ρ, β). (3.66)

To show (3.54), we need to express α̂, β̂ in terms of ρ and β. Note that

1− ρ = µρ(η(k + 1) = 0)

= µρ(η(k + 1) = 0|η(k) = 1)µρ(η(k) = 1)

+ µρ(η(k + 1) = 0|η(k) = 0)µρ(η(k) = 0)

= β̂ρ+ (1− α̂)(1− ρ),

(3.67)

which then implies

ρ =
α̂

α̂ + β̂
. (3.68)

On the other hand, by spatial Markov property (3.61), we have

µρ(η(0), η(1), . . .) = µρ(η(0))

∞∏

i=0

µρ(η(i+ 1)|η(i))

=(1− ρ)1−η(0)ρη(0)
∞∏

i=0

(1− α̂)(1−η(i))(1−η(i+1)) α̂(1−η(i))η(i+1) β̂η(i)(1−η(i+1))(1− β̂)η(i)η(i+1)

=const×
∞∏

i=0

[
α̂β̂

(1− β̂)(1− α̂)

]η(i)η(i+1)[
α̂β̂

(1− α̂)2

]η(i)
.

(3.69)
Comparing this with (3.49) we obtain

e−β =
α̂β̂

(1− β̂)(1− α̂)
. (3.70)

Combining (3.68) and (3.70), we finally get

α̂ =
2ρ

1 +
√
(1− 2ρ)2 + 4ρ(1− ρ)eβ

, β̂ =
1−

√
(1− 2ρ)2 + 4ρ(1− ρ)eβ

2ρ(1− γ)
. (3.71)

Plugging (3.71) back into (3.63) and (3.66), we get the claimed expression for the
stationary current.

The integrated stationary covariance. Applying translation invariance and
the definition of the integrated covariance, see (3.38), we have

A(ρ, β, E) =
∑

j∈Z

(µρ(η(0)η(j))− ρ2) =
∑

j∈Z

(µρ(η(0) = η(j) = 1)− ρ2)

=ρ− ρ2 + 2

∞∑

j≥1

(µρ(η(0) = η(j) = 1)− ρ2)

=ρ(1− ρ) + 2

∞∑

j≥1

(µρ(η(j) = 1|η(0) = 1)ρ− ρ2),

(3.72)
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Choose a fixed j > 0, by (3.56), we can consider (η(n))n∈Z>0
as a spatial Markov

chain with transition matrix

T =

(
1− α̂ α̂

β̂ 1− β̂

)
, (3.73)

where α̂, β̂ are the same as (3.64). Then we have

µ(η(j) = 1|η(0) = 1) = [T j]1,1, (3.74)

where [T j]1,1 is the component of matrix T j on first column and row. Applying

eigenbasis decomposition, we have T = UT̂U−1, where

U =

(
1 −α̂
1 β̂

)
, T̂ =

(
1 0

0 1− α̂− β̂

)
, (3.75)

which implies

µ(η(j) = 1|η(0) = 1) = ρ+ (1− ρ)(1 − α̂− β̂)j , ∀j ∈ Z≥1. (3.76)

Plugging this into (3.72), we have

A(ρ, β, E) =ρ(1− ρ) + 2
∞∑

j=1

(1− ρ)(1− α̂− β̂)j

=ρ(1− ρ)

(
1 +

2(1− α̂− β̂)

α̂ + β̂

)
.

(3.77)

Replacing α̂, β̂ we obtained the claimed formula.

4 Simulation results

In this section, we present the numerical results. The raw data can be found in the
BonnData repository [29]. Recall that for a random variable Y , the skewness and
kurtosis are defined as

Skew(Y ) =
E ((Y − µ)3)

E ((Y − µ)2)3/2
, Kurt(Y ) =

E ((Y − µ)4)

E ((Y − µ)2)2
, (4.1)

where µ = E(Y ). Moreover, we denote

E(Y ) =
1

n

n∑

i=1

yi, (4.2)

as its empirical expectation (we also use similar notation for other statistics: vari-
ance, skewness, and kurtosis), where y1, y2, . . . , yn are independent realizations of
the random variable Y .
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4.1 Results for ASEP

4.1.1 End-point of backwards geodesic

We have simulated ASEP with p = 3/4, which is far away from the TASEP case
(p = 1) and the SSEP (symmetric simple exclusion process) case (p = 1/2). In
Figure 6, we compare the empirical density function of BASEP

t at times t = 1000
and t = 5000 with the density function of û. For increasing time, the empirical
density function of BASEP

t converges to the density function of û.

t=1000

t=5000

-2 -1 1 2

0.2

0.4

0.6

0.8

Figure 6: Comparison between the density function of BASEP
t and û. The black line

represents the probability density function of û, while the red (resp. blue) points
correspond to the probability density of BASEP

t at time t = 1000 (resp. t = 5000).
The number of trials is 106.

The convergence to û is confirmed at the level of the first three standard stat-
istics. Indeed, denote by E(BASEP

ti
) the empirical mean of BASEP

ti
, and

Ê
(
BASEP

ti

)
=
∣∣E(BASEP

ti
)− E (û)

∣∣ , (4.3)

and similarly for other statistics: Var, Skew, and Kurt.

1000 2000 3000 4000 5000

5.×10
-4

0.001

0.005

0.010

0.050

0.100

Figure 7: Log-log plot for the statistics of BASEP
t . The square, triangle, and circle

markers represent the points corresponding to (ti, Ê(B
ASEP
t )), (ti, V̂ar(B

ASEP
t )), and

(ti, Ŝkew(B
ASEP
t )), respectively, where ti ∈ {1000, 1500, . . . , 5000}. The blue, red,

and black solid lines are the reference lines (t, t−1/3), (t, 4t−2/3), and (t, 0.045t−1/3),
respectively. The number of trials is 106.

In Figure 7 we have a log-log plot of these statistics and we clearly see that in all
cases the convergence to the ones of û are power-law. More precisely, Ê

(
BASEP

ti

)
and
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Ŝkew(BASEP
t ) converges to 0 as t−1/3, while the speed of convergence V̂ar(BASEP

t ) is
t−2/3. As often is the case, the statistics of the kurtosis is much more noisy and it
did not provide reliable numbers, so we did not include in the plot.

4.1.2 On the discrepancy DN (t)

Next, we provide numerical evidence that the discrepancy Dn(t) tends to a random
variable without scaling in time. In the left panel of Figure 8, we illustrate the
empirical density function of Dn(t) at t = 200, t = 1000, and t = 2000, while in the
right panel of Figure 8 we show the log-linear plots of it. As time increases, one
observes that the probability of the very small values of DN (t) slightly decreases,
but more importantly, the probabilities of the large values considerably decrease,
indicating that DN(t) tends to a random variable.

t=200

t=1000

t=2000

5 10 15 20

0.05

0.10

0.15

0.20

t=200

t=1000

t=2000

20 40 60 80

-10

-5

0

Figure 8: Probability density function fDn(t) in ASEP with p = 3/4. Left panel: Ori-
ginal density function (x, fDn(t)(x)). Right panel: Log-linear plot (x, log fDn(t)(x)).
The green, red, and blue points in the figure correspond to t = 200, t = 1000, and
t = 2000, respectively. The number of trials is 106.

We also present the statistics of Dn(t) at times t = 400, 800, . . . , 2000 in Table 1.
The expectation and variance slightly increase with time, and the skewness decreases
over time. However, the rates of change are extremely slow, and The rate of change
is gradually slowing down over time. As for the kurtosis, compared to the other
statistics, it appears to exhibit greater numerical instability.

t E (DN(t)) Var (DN(t)) Skew (DN(t)) Kurt (DN(t))
400 4.34 12.96 1.80 9.73
800 4.62 13.10 1.47 6.79
1200 4.79 13.57 1.41 6.33
1600 4.88 13.81 1.38 6.15
2000 4.95 14.07 1.34 5.88

Table 1: Empirical mean, variance, skewness, and kurtosis of the discrepancy Dn(t)
with t ∈ {400, 800, . . . , 2000}. The number of trials is 106.
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4.2 Results for speed changed ASEP

4.2.1 Fluctuations of tagged particle position

We made the simulation of the ASEPsc with jump rate given by (2.22) with para-
meters β = log 4 and E = ∞ (particles can only jump to right). Denote XGOE as
a random variable such that

P (XGOE ≤ s) = FGOE(2s). (4.4)

In Figure 9, we compare the empirical density function of Xresc
N (t) at times t = 200,

t = 600, and t = 1000 with the density function of XGOE. One clearly see that the
shape of the two functions are very close, indicating that Xresc

N (t) indeed converges
in distribution to XGOE. Also, one can see a slight shift to the right, which decreases
over time. This is a general fact occurring in models in the KPZ class as discussed
in Remark 4.1 below.

t=200

t=600

t=1000
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Figure 9: Numerical verification for Conjecture 2.9. The red, green, and blue dots
represent the density function of Xresc

n (t) with t ∈ {200, 600, 1000}. The black solid
line is given by (s, 2F ′GOE(2s)). The number of trials is 106.

We use the same notation as in (4.3), that is,

Ê (Xresc
N (t)) =

∣∣E(Xresc
N (t))− E (XGOE)

∣∣ (4.5)

and also for other statistics. To illustrate the convergence, we show in Figure 10
the log-log plots of these statistics as a function of time. The reference line for the
expectation has slope −1/3, while for the other three statistics the slope is −2/3.
Thus the speed of convergence of the expectation of Xresc

N (t) is O(t−1/3), whereas
for the other three statistics is O(t−2/3).

Remark 4.1. In the unscaled variables, the mean has a shift of order one, which is
typical for models in the KPT universality class, see [55, 56] for real experimental
results, and [27] for theoretical results. In our case, since the slope of the black line
in Figure 10 is about 0.38(5), so we define

X̂resc
N (t) =

XASEPsc
N (t)−XASEPsc

N (0)− 2J(β, E)t+ 0.385

−2Γ(β, E)1/3t1/3
. (4.6)

Then one observes better convergence behavior since now also the expectation con-
verges at speed t−2/3, see Figure 11 compared to Figure 9.
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Figure 10: Log-log plot for the absolute difference between the statistics of Xresc
N (t)

and XGOE. Left panel: The pentagon represents K̂urt(Xresc
N (t)) and the circle rep-

resents Ŝkew(Xresc
N (t)). The purple solid line is the reference line (t, 5t−2/3), and

the blue line is (t, 3t−2/3). Right panel: The rectangle represents V̂ar(Xresc
N (t))

and the triangle represents Ê(Xresc
N (t)). The black solid line is the reference line

(t, 5t−1/3/13), and the red line is (t, 3t−2/3/10). The number of trials is 106.
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Figure 11: The red, green, and blue dots represent the density function of X̂resc
n (t)

with t ∈ {200, 600, 1000}. The black solid line is given by (s, 2F ′GOE(2s)). The
number of trials is 106.

4.2.2 End-point of backwards geodesic

By the construction of the backwards geodesic on particles, even for density ρ = 1/2,
the law of the starting point is not symmetric unlike the law of û. However as we
numerically see, this asymmetry asymptotically will disappear. The asymmetry
would not be present for ρ = 1/2 if one would have considered the backwards
geodesic for height functions as for example in [18].

In Figure 12, we present a comparison of the empirical density function of
BASEPsc

t defined in (2.23) at times t = 200, t = 600, and t = 1000 with the density
function of û. From the probability density plot, we observe that as time increases,
the density function of BASEPsc

t slowly approaches that of û. As the empirical
mean is converging quite slowly (see below) we also plot the density function of the
centered version of BASEPsc

t , that is,

B̂ASEPsc
t = BASEPsc

t − E
(
BASEPsc

t

)
. (4.7)

In the right panel of Figure 12 one better sees the convergence trend over time.
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Figure 12: Numerics for Conjecture 2.8. Left panel: The green, red, and blue
dots represent the density function of BASEPsc

t with t ∈ {200, 600, 1000}. Right
panel: The green, red, and blue dots represent the density function of B̂ASEPsc

t with
t ∈ {200, 600, 1000}. The black solid line is the density function of û. The number
of trials is 106.

For ASEPsc the convergence is slower than for ASEP and thus it is even more
important to look at the convergence of the statistics. Recall the notations as in
(4.3), Ê

(
BASEPsc

t

)
=
∣∣E(BASEPsc

t )− E (û)
∣∣ and similarly for the other statistics. In

Figure 13, we plot the log-log plots of the first four statistics as compared with the
ones of û. We see that the expectation of BASEPsc

t converges as t−1/3, while the
other three statistics converges faster, namely as t−2/3.

400 600 800 1000
0.01

0.02

0.05

0.10

0.20

0.50

Figure 13: Log-log plot for the statistic of BASEPsc
t . The rectangle, triangle,

circle, and pentagon represent the numerical values of Ê(BASEPsc
t ), V̂ar(BASEPsc

t ),

Ŝkew(BASEPsc
t ), and K̂urt(BASEPsc

t ), respectively. The black, blue, red, and
purple solid lines are the reference lines (t, 1.8t−1/3), (t, 6.2t−2/3), (t, 3.7t−2/3), and
(t, 2.5t−2/3), respectively. The number of trials is 106.
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A Numerical implementation

A.1 Implementation for argmaxu∈R{A2(u)− u2}
The implementation of distribution of û = argmax{A2(u) − u2} is based on the
formula in7 [35]. Let Ai be Airy function and operator P0 as the projection on
positive real line, i.e., P0f(x) = 1x>0f(x). For t,m ∈ R, define the functions

Bm(x, y) = Ai(x+ y +m),

ψt,m(x) = 2ext
[
tAi
(
x+m+ t2

)
+Ai′

(
x+m+ t2

)] (A.1)

and the kernel
Ψt,m(x, y) = 21/3ψt,m

(
21/3x

)
ψ−t,m

(
21/3y

)
. (A.2)

Define alsoM = maxu∈R{A2(u)−u2}, the joint density of (û,M) is [35, Theorem 2]:

f(t,m) = det (1− P0B41/3P0 + P0Ψt,mP0)− FGOE

(
41/3m

)
, (A.3)

where FGOE is GOE Tracy-Widom distribution. Both quantities on the right hand
side of (A.3) can be obtained numerically via Bornemann’s method [14]. Integrating
over M, one obtains the distribution of û.

A.2 Implementation for ASEP

Denote the total simulation time as tmax and the number of particles as Nmax. In the
implementation we set tmax = 5000 and Nmax = 3750 and the index of particle from
where we construct backwards geodesic is given by N = 937. The total number
of trials is 106. For a fixed realization of X(tmax), we will record N(ti ↓ 0) with
ti ∈ {500, 1000, . . . , 5000}.

A.2.1 For original process

The initial condition is8 Xn(0) = 2n − 1 for n ∈ {1, . . . , N}. We will first prepare
three random matrices J ,U ,D ∈ RN×CN tmax

≥0 for some CN > 0 depending on N in
the following way:

1. Ji,j ∼ Exp(1) are i.i.d. random variables. Column n of this matrix provides
the information when particleXn will attempt to jump: them−the attempted
jump time of particle Xn is

∑m
i=1 Ji,n.

2. Ui,j ∼ Unif([0, 1]) are i.i.d. random variables and

Di,j =

{
1, if Ui,j ≤ p,

−1, otherwise.
(A.4)

The n−th column of D tells us in which direction particle Xn should attempt
to jump: if Dm,n = 1, then the dirction of m−th attempted jump of particle
Xn is from left to right otherwise from right to left.

7Another formula is obtained in [50], and it was shown in [3] that they are the same.
8In the simulation we used a left-to-right ordering unlike formulas in the theoretical part of

this paper.
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In the simulation, we will choose CN (depending on N) large enough such that
minn{

∑CN tmax

i=1 Ji,n} ≥ tmax with high probability. For a given initial condition X(0)
and matrices J ,D, the final state X(t) is a deterministic result. We record current
particle’s time-space position in two vectors S, T ∈ RN+1

≥0 with T1 = TN+1 = tmax

and SN+1 = ∞. The information about next attempted jump direction is stored in
vector A ∈ {−1, 1}N . The updating rule is as follows:

1. Inital step: Set Sn = Xn(0), Tn = J1,n, An = D1,n and Hn = 2 for all
n ∈ {1, . . . , N}.

2. Induction step: For given S, T , A and H, until min{Tn} ≥ tmax, we choose
m ∈ {2, . . . , N} such that Tm ≤ min{Tm+1, Tm−1} and update

Sm =





Sm + 1, if Am = 1 and Sm+1 6= Sm + 1,

Sm − 1, if Dm = −1 and Sm−1 6= Sm − 1,

Sm, otherwise.

(A.5)

We also update its current time position as Tm = Tm + JHm,m. In the case
when Am = 1 and Sm+1 = Sm + 1 (resp. Am = −1 and Sm−1 = Sm − 1),
this jump will be recorded as suppressed left to right jump (resp. right to left
jump). Updated Am = DHm,m and Hm = Hm + 1.

A.2.2 For backwards geodesic

Along the construction of ASEP, the information about the suppressed left to right
(resp. right to left) jumps will be stored in matrix T 6→ (resp. T 6←): T 6→i,n is the time
of i−th suppressed left to right jump of particle Xn. For a given time t ∈ [0, tmax]
and n ∈ {1, . . . , N}, the end-point of backwards geodesic of particle Xn is obtained
as follows:

1. Initial step: At time t, we set N(t ↓ t) = n.

2. Induction step: Given m = N(t ↓ s), find τ = max{r ≤ s|r ∈ T 6→m ∪ T 6←m }.
If τ ∈ T 6→m (resp. τ ∈ T 6←), then update N(t ↓ τ) = m + 1 (resp. N(t ↓ τ) =
m− 1).

A.2.3 For discrepancy in ASEP

For a given t ∈ [0, tmax] and n ∈ {1, . . . , N}, after obtaining N(t ↓ 0) described as
above, we will implement Dn(t) defined in (2.13) as follows:

1. Consider a new ASEP X̂(t) with initial condition given by X̂j(0) =
XN(t↓0)(0)− (N(t ↓ 0)− j) for all j ≤ N(t ↓ 0).

2. The time evolution follows the same realization of random matrices J and D
as the one for original process X(t): for n ≤ N(t ↓ 0), Ji,j (resp. Di,j) is the
i−th attempted jump time (resp. the direction of i−th attempted jump) of
particle X̂j .
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Then Dn(t) in (2.13) is given by X̂n(t)−Xn(t). Due to the high time consuming of
the simulation, here we choose tmax = 2000 and Nmax = 1500. The total number of
trials is 106. The index of particle from where we constructed backwards geodesic
is given N = 375. For each realization of X(t), we construct X̂(ti) with ti ∈
{200, 400, . . . , 2000}.

A.3 Implementation for speed changed

Due to the absence of homogeneity of jump rate, the implementation of ASEPsc is
slightly different from the one for ASEP, namely, it does not make sense to prepare
matrices J ,D once for all time as we did for ASEP. The jump rates illustrated in
Figure 2 do not include the situations of suppressed jumps. In the same spirit of
ASEP, also for ASEPsc we assign jump trials from j to j+1 (resp. from j+1 to j)
as in Figure 2 without at first caring whether the arrival site is occupied or empty.
If the arrival site for right jumps at j + 1 (resp. left jumps at j) is occupied, the it
will be a suppressed jump.

For given jump rate, we then determine X(t) as follows:

1. Initial step:

(a) For space-time trajectory: set Sn = 2n− 1 and Tn = 0 for all n.

(b) For jump schema: For each n ∈ {1, . . . , N}, we find its left (resp. right)
jump rate θnℓ (resp. θnr ) according to its local environment. Define Rn =
θnℓ + θnr .

(c) For probability being chosen: Let Pn = (
∑n

i=1Ri)/(
∑N

i=1Ri) for all
n ≥ 1 and P0 = 0.

2. Induction step: For given S, T , R and P, until minn{Tn} ≥ tmax, we let
U ∼ Unif([0, 1]) and find m ∈ {1, . . . , N} such that Pm−1 < U ≤ Pm. Then
we update the S, T , R and P as follows:

(a) For time position: Set Tn = Tn + J , where J ∼ Exp(Rm) for all n.

(b) For space position: Let K ∼ Unif([0, 1]) be i.i.d. and set

Sm =





Sm + 1, if Km ≤ θmr
θmℓ +θmr

and Sn+1 > Sm + 1,

Sm − 1, if Km > θmr
θmℓ +θmr

and Sn > Sn−1 + 1,

Sm, otherwise.

(A.6)

In the case when Km ≤ θmr
θmℓ +θmr

and Sn+1 = Sm + 1 (resp. Km > θmr
θmℓ +θmr

and Sn = Sn−1 + 1), we mark this attempted jump as suppressed right
(resp. left) jump.

(c) Updated P and R according to current status of S.

After constructing the process X(t), the end-point of backwards geodesic can be
constructed as same as the one for ASEP. Due to the extra time needed to determine
the jump rate, we choose tmax = 1000 andNmax = 1000, The index of target particle,
from where we construct backwards geodesic, is given as N = 187.
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