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Abstract

We consider the totally asymmetric simple exclusion process on Z with
step initial condition and with the presence of a rightward-moving wall that
prevents the particles from jumping. This model was first studied in [8]. We
extend their work by determining the limiting distribution of a tagged particle
in the case where the wall has influence on its fluctuations in neighbourhoods
of multiple macroscopic times.

1 Introduction

The totally asymmetric simple exclusion process (TASEP) is one of the most stud-
ied interacting particle systems in one spatial dimension. It was introduced into
mathematics by Spitzer in [49]. The process consists of particles on Z, with each
particle moving to the right by one step after a waiting time described by an ex-
ponential clock with mean one. This clock starts counting from the moment the
right-neighbouring site becomes empty, and all clocks are independent random vari-
ables. The model can also be viewed as an evolution of an interface and, as such,
belongs to the Kardar-Parisi-Zhang universality class [37].

Although being a simple model, due to the interaction between particles, the
large time fluctuations of particle positions or integrated current are very non-trivial.
In this paper, we consider the so-called step initial condition, that is, initially sites
. . . ,−3,−2,−1, 0 are occupied by particles while 1, 2, . . . are empty. Moreover, the
jumps of the rightmost particle are suppressed whenever its position is to the right
of a given increasing function t 7→ f(t). We can think of it as a barrier or a wall,
which moves to the right and forces the system of particles to stay behind it. This
setting was first studied by Borodin-Bufetov-Ferrari in [8].

If f(t) ≫ t, the effect of the wall is negligible, since the rightmost particle
without the wall moves with unit speed. In this case, a tagged particle in the
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bulk of the system exhibits asymptotic fluctuations identical to those in the system
without the wall, namely fluctuations distributed according to the GUE Tracy-
Widom distribution (Johansson in [34]). On the other hand, if f(t) ≪ t, for instance
if f(t) = vt with v ∈ (0, 1), the influence of the wall is relevant: in the framework of
[8], the particle density has a rarefaction fan which goes over into a constant density
profile until reaching the position of the wall. From the KPZ theory, one expects
to still see the GUE Tracy-Widom law on the rarefaction fan, while in the constant
density region one anticipates the GOE Tracy-Widom distribution as obtained for
TASEP with constant non-random density as initial condition (see Sasamoto [47],
Borodin-Ferrari-Prähofer [9] and Ferrari-Occelli [26] for generic density). In the
transition region, the particle fluctuations should be those of the Airy2→1 process
(see Borodin-Ferrari-Sasamoto [10]). These predictions actually come true as proven
in Proposition 4.8 of [8].

More generally, in [8], a non-decreasing, not necessarily linear, function f(t)
is considered, such that the influence of the wall on the fluctuations of a tagged
particle is restricted to one macroscopic time region. As a result, the limiting
distribution of the particle is determined in the form of a variational process (see
Theorem 4.4 of [8]), like the variational expression of the one-point distribution of
TASEP without wall. The latter was achieved for a variety of initial conditions
and is a consequence of the solution of TASEP in the KPZ fixed point paper by
Matetski-Quastel-Remenik [39] (see also [3, 15, 18, 27, 36, 45, 46] for other instances
of such variational formulas).

In this paper, we consider the case where the influence of the wall is not restricted
to a single macroscopic time region but occurs over multiple times. In our main
result, Theorem 2.5, we prove that when the influence of the wall occurs in two
distinct macroscopic time regions, then the asymptotic fluctuations of the tagged
particle are distributed according to the product of two distribution functions, each
given by a variational formula. The extension to multiple times is straightforward
as mentioned in Remark 2.6.

The fact that the limiting distribution is given as a product of distribution
functions is tightly related to the fact that the fluctuation of the (rescaled) tagged
particle is asymptotically the maximum of two independent random variables. In
the context of TASEP, this form of distribution occurred previously in the presence
of shocks in a series of papers by Ferrari and Nejjar [21–25,40,42], see also Quastel-
Remenik [43] and Bufetov-Ferrari [12].

In our situation, the product form stems from the circumstance that the values
of the auxiliary tagged particle process without wall in the starting formula (see
Proposition 2.1) are asymptotically independent for times at macroscopic distance.
However, the physical ideas on which the study of shocks relies are related to the
ideas in the present paper. For instance, for shocks one typically shows that the
fluctuations acquired in any mesoscopic time close to the end time are asymptotic-
ally irrelevant. In our case, the fluctuations coming from mesoscopic times close to
time zero are asymptotically irrelevant.

In this paper, we use several methods. The starting formula (Proposition 2.1)
expressing the distribution of a tagged particle with wall constraint as a function
of a tagged particle process without wall was proven in Proposition 3.1 of [8] using
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colour-position symmetry from Borodin-Bufetov [7] (see also [1,2,11,28] for related
works). A second key ingredient is functional slow decorrelation (see [18] for the
last passage percolation (LPP) setting), for which we present a proof based on a
criterion by [6]. As input we need tightness of the particle process, which is de-
rived using comparison inequalities (in the spirit of the Cator-Pimentel approach
for LPP [14]). One problem is that these inequalities are not satisfied under the ba-
sic coupling. For that reason, we introduce a new coupling called “clock coupling”
under which they hold, see Section 3. Finally, we need to prove some localization
results for the backwards paths introduced in [21]. They are utilized to obtain inde-
pendence of tagged particle positions from the fact that they effectively depend on
the randomness in distinct neighbourhoods of backwards paths, see Corollary 3.3
for an explicit statement. Our approach for the localization of backwards paths
substantially differs from other approaches in the particle representation [21, 24].
We employ the strategy going back to Basu-Sidoravicius-Sly [4] (formulated for
LPP) of using mid-time estimates and iterating (see [12] in the context of TASEP
height functions). However, applying this strategy using the particle representation
of TASEP requires extra arguments (Lemma 3.7 and Lemma 3.8), and the approach
only provides control of fluctuations to the right. Instead of controlling the fluctu-
ations to the left directly, we employ a particle-hole duality, see Section 4.3. Such
localization issues were not present for the LPP and in the TASEP height function
representation [4,12,13], where the treatment of right and left fluctuations was the
same. Still, with the starting formula being given in terms of tagged particles, we
are able to stay in this setting by the mentioned additional arguments, without
employing extra mappings to other representations of the model. Finally, we wish
to emphasize that our localization strategy relies on both basic coupling results and
comparison inequalities under clock coupling.

Outline: In Section 2 we introduce the model and state the main results, with two
explicit examples. In Section 3 we discuss properties of the backwards paths, the
new coupling needed for comparison inequalities and the main asymptotic results
obtained from them. Section 4 contains the localization results and is followed by
the functional slow decorrelation result in Section 5. Finally, in Section 6 we prove
the main results. We collect some well-known results on TASEP asymptotics and
bounds in the Appendix.
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SFB 1060.
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2 Model and main results

We consider the totally asymmetric simple exclusion process (TASEP) on Z. It is
an interacting particle system that maintains the order of particles. We denote the
position of the particle with label n at time t by xn(t) ∈ Z and use the right-to-
left order, namely xn+1(t) < xn(t) for all n and t. Particles try to jump to their
right-neighbouring site at rate 1, provided that the arrival site is empty.

In this paper, we consider TASEP with step initial condition, that is, xn(0) =
−n+1 for n = 1, 2, . . .. Furthermore, we impose the constraint that all jump trials
to the right of a deterministic barrier t 7→ f(t) are suppressed. We assume that
f is a non-decreasing function with f(0) ≥ 0. In other words, the barrier acts as
a moving wall blocking the particles to its left. We denote by xf (t) the TASEP
with this barrier condition and, by construction, we have xf

1(t) ≤ f(t) for all times
t ≥ 0. By x(t) we denote another TASEP with step initial condition but without
wall constraint.

The starting point is a finite time result relating the distribution of xf
n(T ), for

T ≥ 0, to the process (xn(t), t ∈ [0, T ]) without wall constraint. It is derived by
coupling both processes to multi-species TASEPs and applying the colour-position
symmetry from [7] (see also [1, 2, 11, 28] for related works).

Proposition 2.1 (Proposition 3.1 of [8]). Let f be a non-decreasing function on
R≥0 with f(0) ≥ 0. Then, for any n ∈ N and S ∈ R, it holds

P(xf
n(T ) > S) = P(xn(t) > S − f(T − t) for all t ∈ [0, T ], xn(T ) > S). (2.1)

In [8], the case where xn(t) > S−f(T−t) is non-trivial only for times around one
given macroscopic time was analysed. In this paper, we treat the case where there
are two time windows in [0, T ] where the inequality is non-trivial (the generalization
for finitely many times is straightforward). More precisely, we consider the tagged
particle with label n = αT at time T ≫ 1, where α ∈ (0, 1) is fixed. Further, we
assume that there are two neighbourhoods of times α0T and α1T where the influence
of the wall is relevant, with1 α < α0 < α1 < 1. The lower bound αT is due to the
fact that until time αT , the αT−th particle did not move yet (macroscopically).

This motivates considering two rescalings of the tagged particle process xαT (t)
around the times α0T and α1T . For i ∈ {0, 1}, let

X̃ i
T (τ) :=

xαT (αiT − c̃i2τT
2/3)− µ̃i(τ, T )

−c̃i1T
1/3

, (2.2)

where

c̃i1 :=
(
√
αi −

√
α)2/3α

1/6
i

α1/6
, c̃i2 :=

2(
√
αi −

√
α)1/3α

5/6
i

α1/3
(2.3)

and

µ̃i(τ, T ) :=
√
αi(

√
αi − 2

√
α)T − 2τ

(
√
αi −

√
α)4/3α

1/3
i

α1/3
T 2/3. (2.4)

1We can also include α1 = 1 with the only difference that the supremum in the second term in
Theorem 2.5 is restricted for example to R+, compare for instance to Theorem 4.7 of [8].
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In [8], weak convergence of (X̃ i
T (τ)) is stated as follows2.

Lemma 2.2 (Corollary 4.1 of [8]). For T → ∞, the process (X̃ i
T (τ)) converges

weakly in the space of càdlàg functions on compact intervals to (A2(τ)− τ 2), where
A2 denotes an Airy2 process.

This weak convergence and the resulting tightness of (X̃ i
T (τ)) play a key role

in the proof of the main Theorem 2.5 (see [6] for definitions and properties). We
equip the space of càdlàg functions on compact intervals with the Skorokhod (J1)
topology. Considering a fixed interval [a, b] ⊆ R, we denote this space by D([a, b]).

The proof of Lemma 2.2 used a comparison inequality, Proposition 2.2 of [8],
which unfortunately contains an inaccuracy (the statement is true only in law,
due to the use of the basic coupling). This can be fixed with help of the new
coupling we introduce in Section 3; it allows us to prove the comparison inequality
in Lemma 3.12. Since the latter implies the needed asymptotic comparison to
stationary TASEP in a uniform sense, as stated in Proposition 3.15, it can be used
to amend the proof of the weak convergence, Lemma 2.2, directly in the particle
positions representation, without passing to LPP models.

In order to observe a non-trivial wall influence during the time interval [0, T ]
and still see some movement of the particle, we need a scaling

xf
αT (T ) ≃ ξT for some ξ ∈ (−α, 1− 2

√
α). (2.5)

Later on, we suppose ξ to be arbitrary but fixed. We impose the following conditions
on the barrier f .

Assumption 2.3. Let f be a non-decreasing càdlàg function on R≥0 with f(0) ≥ 0.
We require:

(a) For some fixed ε ∈ (0, α0−α) and for t ∈ [0, T ] satisfying |t−α0T | > εT and
|t− α1T | > εT , it holds

f(T − t) ≥ Tf0((T − t)/T ) +K(ε)T, (2.6)

where K(ε) is a positive constant and the function f0 : [0, 1] → R is defined
by

f0(β) :=

{

ξ −
√
1− β(

√
1− β − 2

√
α), β ∈ [0, 1− α),

ξ + α, β ∈ [1− α, 1].
(2.7)

(b) For i ∈ {0, 1}, parametrize T − t = (1− αi)T + c̃i2τT
2/3 and let

f(T − t) = ξT − µ̃i(τ, T )− c̃i1(τ
2 − giT (τ))T

1/3, τ ∈ R. (2.8)

The sequences (g0T ), (g
1
T ) converge uniformly on compact sets to piecewise con-

tinuous and càdlàg functions g0 and g1 respectively. Further, there exists a
constant M ∈ R such that for all T large enough and i ∈ {0, 1}, it holds

giT (τ) ≥ −M + 1
2
τ 2 for |τ | ≤ ε(c̃i2)

−1T 1/3. (2.9)
2This result can also be obtained by taking the one for last passage percolation, for which tight-

ness follows from the comparison inequalities of [14], and then using functional slow decorrelation
(see [15] for the exponential LPP setting, previously [18] for geometric LPP).
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Remark 2.4. Our arguments are still valid if the following reductions are made
from our assumptions:

• Instead of α < α0 < α1, we can assume α < α0 and for some σ > 0,
α1T − α0T ≥ T 2/3+σ for all T large enough.

• In Assumption 2.3 (a), it suffices to assume f(T−t) ≥ Tf0((T−t)/T )+K(ε)T
for t ∈ [αT, (α + δ)T ] for some small δ > 0, and to replace K(ε)T by some
term growing faster than T 1/3 in the other regions.

By gi being piecewise continuous, we mean that each bounded interval in R can
be decomposed into finitely many subintervals on which gi is continuous. Since gi
is càdlàg, these intervals are closed at their left edge point.

Consider (2.1) under Assumption 2.3, then the scaling xf
αT (T ) ≃ ξT is consistent

with the law of large numbers for xαT (t), see Lemma A.1. Assumption 2.3 (a)
ensures that a macroscopically visible wall influence on the tagged particle can only
happen in neighbourhoods of the times α0T and α1T : away from them, the right
hand side in the second probability in (2.1) is macroscopically smaller than the law
of large numbers of xαT (t). The sequences (giT ), i ∈ {0, 1}, can be interpreted as
O(T 1/3)−fluctuations of the rescaled wall position around the law of large numbers
near to the times αiT, i ∈ {0, 1}.

Our main result is the following theorem.

Theorem 2.5. For f satisfying Assumption 2.3 and for each S ∈ R, it holds

lim
T→∞

P(xf
αT (T ) ≥ ξT − ST 1/3)

= P

(

sup
τ∈R

{A0
2(τ)− g0(τ)} ≤ S(c̃01)

−1
)

P

(

sup
τ∈R

{A1
2(τ)− g1(τ)} ≤ S(c̃11)

−1
)

,
(2.10)

where A0
2 and A1

2 are two independent Airy2 processes.

Remark 2.6. The proof of Theorem 2.5 can directly be extended to the case of
n + 1 time windows of possible wall influences, for any n ∈ N. In this case, one
fixes 0 < α < α0 < · · · < αn < 1 and modifies Assumption 2.3 as follows: the
inequality in (a) needs to hold for t ∈ [0, T ] with |t − αiT | > εT for i = 0, . . . , n.
In part (b), one considers n+1 parametrizations of f(T − t) and obtains sequences
(giT ), i ∈ {0, . . . , n} with the same properties as before. The limit distribution
becomes

lim
T→∞

P(xf
αT (T ) ≥ ξT − ST 1/3) =

n
∏

i=0

P

(

sup
τ∈R

{Ai
2(τ)− gi(τ)} ≤ S(c̃i1)

−1
)

(2.11)

for Airy2 processes A0
2, . . . ,An

2 and S ∈ R.
Secondly, it is possible to remove the wall constraint in some regions by allowing

the limit functions gi to equal infinity in some time interval. For Ii ⊆ R denoting
the region where gi ≡ ∞, the limit distribution is then given by

P

(

sup
τ∈R\I0

{A0
2(τ)− g0(τ)} ≤ S(c̃01)

−1
)

P

(

sup
τ∈R\I1

{A1
2(τ)− g1(τ)} ≤ S(c̃11)

−1
)

. (2.12)
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1− α1
2−α0−α1

2 1− α0 1− α

t

T

c1

f0(
t

T
) 1

T
f(t)

c0 + v0

c0 + v0
2−α0−α1

2

Figure 1: The function f in the first example, as defined in (2.13).

Two examples. Finally, we examine two concrete examples.

(1) Consider the piecewise linear function f , see Figure 1, given by

f(t) =

{

c1T + v1t if t ∈ [0, 2−α0−α1

2
T ),

c0T + v0t if t ∈ [2−α0−α1

2
T, T ],

(2.13)

where we set ci = ξ −
(

1 −
√

α
αi

− √
ααi

)

and vi = 1 −
√

α
αi

∈ (0, 1), for

i ∈ {0, 1}. We fix ξ ∈ (−α, 1 − 2
√
α) such that ci ≥ 0, i ∈ {0, 1}. The

function f jumps to a higher value at the point 2−α0−α1

2
T . Consequently, f

takes non-negative values, is càdlàg and non-decreasing.

A computation shows that f fulfils Assumption 2.3 with gi(τ) = τ 2, i ∈ {0, 1}.
Applying Theorem 2.5 and recalling the variational formula by Johansson,
Corollary 1.3 of [35], we establish

lim
T→∞

P(xf
αT (T ) ≥ ξT − ST 1/3)

= P

(

sup
τ∈R

{A0
2(τ)− τ 2} ≤ S(c̃01)

−1
)

P

(

sup
τ∈R

{A1
2(τ)− τ 2} ≤ S(c̃11)

−1
)

= F1(2
2/3S(c̃01)

−1)F1(2
2/3S(c̃11)

−1).

(2.14)

Here, F1 denotes the GOE Tracy-Widom distribution function.

(2) Consider the function

f(t) =











c1T + v1t if t ∈ [0, 2−α0−α1

2
T ),

c0T + v0t if t ∈ [2−α0−α1

2
T, (1− α0)T ],

∞ if t ∈ ((1− α0)T, T ].

(2.15)
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Then, we have g1(τ) = τ 2 and g0(τ) =

{

τ 2, τ ∈ R−,

∞, τ ∈ R+.

As pointed out in Remark 2.6, the limit distribution becomes

P

(

sup
τ∈R−

{A0
2(τ)− τ 2} ≤ S(c̃01)

−1
)

P

(

sup
τ∈R

{A1
2(τ)− τ 2} ≤ S(c̃11)

−1
)

= F2→1;0(S(c̃
0
1)

−1)F1(2
2/3S(c̃11)

−1)

(2.16)

by Corollary 1.3 of [35] and Theorem 1 of [44]. By F2→1;0, we denote the
distribution function of the Airy2→1 process in the point 0.

3 Backwards paths and couplings

In order to control the space-time region which influences the position of a tagged
particle, we introduce the backwards paths. In the framework of particle positions,
their notion goes back to [21], see also [8, 24].

Unless mentioned otherwise, x(t) denotes a TASEP with arbitrary initial condi-
tion throughout this section. For any label N ∈ Z, we define a process of backwards
indices N(t ↓ ·) starting from time t > 0 backwards to time 0 in the following way:
we set N(t ↓ t) = N . For each s ∈ [0, t] such that3 N(t ↓ s+) = n ∈ Z and there
is a suppressed jump attempt of the particle with label n at time s, we update
N(t ↓ s) = n− 1.

The backwards path associated to the label N at time t is defined as

πN,t = {xN(t↓s)(s), s ∈ [0, t]}. (3.1)

Since for TASEP, the probability of simultaneous jump attempts of several particles
equals 0, the backwards path πN,t almost surely has steps of size 1.

3.1 Finite time results

In this section, we collect some properties of backwards paths on finite time inter-
vals. First, we discuss how the theory of backwards paths can be applied for the
localization of correlation of particles in TASEP with respect to space and time.

Independence away from the backwards path region. A tagged particle
position xN (t) at time t does not depend on the behaviour of particles outside of the
region of its backwards path. More precisely, if one can find a deterministic region
that contains the backwards path with probability converging to 1 as time tends to
infinity, then the tagged particle is asymptotically independent of the randomness
outside of this region. Though used before [21, 24], a detailed statement (outside
the proofs) about this property of backwards paths has not been written down yet.
We do so in the following Lemma 3.1 and Corollary 3.3.

3By s
+, we mean a time infinitesimally larger than s.
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Lemma 3.1. For a given pair N, t, define the event EC such that the backwards
path πN,t starting at xN (t) is contained in a deterministic region C ⊆ Z × [0, t].
Denote by x̃(t) the TASEP with x̃(0) = x(0) that shares its jump attempts with x(t)
in C, but has a deterministic density 1 (resp. 0) to the left (resp. right) of C. Then

P(xN(t) = x̃N (t)|EC) = 1. (3.2)

In other words, since the configuration of x̃ is deterministic outside of C, on the
event EC, the random variable xN (t) is independent of the randomness outside of
C.

Remark 3.2. In fact, supposing that in the underlying graphical construction
of x(t), there are no simultaneous Poisson events at any time, we actually have
EC ⊆ {xN (t) = x̃N (t)}. The former event has a probability of one.

Proof. Assume that the event EC occurs. We have to show that xN (t) = x̃N(t).
This is obtained similarly as Proposition 3.4 of [21]. By definition, we have
xn(t) ≤ x̃n(t) for all n, t. It holds x̃N(t↓0)(0) = xN(t↓0)(0), with N(t ↓ ·) construc-
ted via the evolution of x(t). If we still have N(t ↓ τ) = N(t ↓ 0) for τ ∈ [0, t]
and x̃N(t↓0)(τ) jumps to the right, then the same holds for xN(t↓τ)(τ) since oth-
erwise, the backwards index would be updated to N(t ↓ 0) − 1. Thus, for τ0
being the time when N(t ↓ τ0) = N(t ↓ 0) + 1 is updated to N(t ↓ 0), we have
x̃N(t↓τ−0 )(τ

−
0 ) = xN(t↓τ−0 )(τ

−
0 ). This yields

xN(t↓0)(τ0)− 1 = xN(t↓τ0)(τ0) ≤ x̃N(t↓τ0)(τ0) < x̃N(t↓0)(τ0) = xN(t↓0)(τ0). (3.3)

The last equality holds true since we almost surely do not have several jump at-
tempts at the same time. From (3.3), we deduce xN(t↓τ0)(τ0) = x̃N(t↓τ0)(τ0). Iterating
this procedure, we obtain xN (t) = x̃N (t).

As a direct corollary, we get the following result.

Corollary 3.3. For two pairs N1, t1 and N2, t2 and two deterministic disjoint
regions C1, C2, define the event E = {πN1,t1 ∈ C1, πN2,t2 ∈ C2}. Then, for any
x1, x2 ∈ Z,

P({xN1(t1) ≤ x1} ∩ {xN2(t2) ≤ x2}) = P(xN1(t1) ≤ x1)P(xN2(t2) ≤ x2) +R (3.4)

with |R| ≤ 6P(Ec).

Proof. For k = 1, 2, let x(k) denote the process with deterministic configurations
outside of Ck (as x̃ defined in Lemma 3.1). Then, for any x1, x2 ∈ Z,

|P({xN1(t1) ≤ x1} ∩ {xN2(t2) ≤ x2})− P({xN1(t1) ≤ x1} ∩ {xN2(t2) ≤ x2} ∩ E)|
≤ P(Ec).

(3.5)
For the second term, by Lemma 3.1 we have

P({xN1(t1) ≤ x1} ∩ {xN2(t2) ≤ x2} ∩E) = P({x(1)
N1
(t1) ≤ x1} ∩ {x(2)

N2
(t2) ≤ x2} ∩E).

(3.6)
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Furthermore,

|P({x(1)
N1
(t1) ≤ x1} ∩ {x(2)

N2
(t2) ≤ x2} ∩ E)− P(x

(1)
N1
(t1) ≤ x1)P(x

(2)
N2
(t2) ≤ x2)|

≤ P(Ec),
(3.7)

where we used that by definition of the processes, x
(1)
N1
(t1) and x

(2)
N2
(t2) are independ-

ent random variables. Therefore,

|P({xN1(t1) ≤ x1} ∩ {xN2(t2) ≤ x2})− P(x
(1)
N1
(t1) ≤ x1)P(x

(2)
N2
(t2) ≤ x2)|

≤ 2P(Ec).
(3.8)

Thus,

|P({xN1(t1) ≤ x1} ∩ {xN2(t2) ≤ x2})− P(xN1(t1) ≤ x1)P(xN2(t2) ≤ x2)|
≤ 2P(Ec) + |P(x(1)

N1
(t1) ≤ x1)P(x

(2)
N2
(t2) ≤ x2)− P(xN1(t1) ≤ x1)P(xN2(t2) ≤ x2)|.

(3.9)
The second summand is bounded by

|P(x(1)
N1
(t1) ≤ x1)− P(xN1(t1) ≤ x1)|P(x(2)

N2
(t2) ≤ x2)

+ P(xN1(t1) ≤ x1)|P(x(2)
N2
(t2) ≤ x2)− P(xN2(t2) ≤ x2)| ≤ 4P(Ec).

(3.10)

Remark 3.4. Corollary 3.3 rigorously outlines how to achieve independence of
particle positions when their backwards paths are restricted to disjoint regions.
This application of Lemma 3.1 can be extended to tagged particle positions in
different TASEPs sharing their jump attempts at each site, and further from fixed
times to time intervals. Our use of Lemma 3.1 in Section 4 and Section 6 is more
implicit since we only control the fluctuations of backwards paths in one direction
and utilize a particle-hole duality afterwards.

Two couplings. Further properties of backwards paths as well as implications
of their theory are obtained by comparing them for different, suitably coupled
TASEPs. For this purpose, we consider two kinds of coupling. TASEPs are coupled
by the well-known basic coupling if one uses the same family of Poisson processes
in the graphical construction by Harris [32, 33], meaning that the TASEPs share
their jump attempts at each site. Still, the underlying Poisson processes can also
be attached to the particles instead of to the sites, see [31]. Based on this, we say
that several TASEPs are coupled by clock coupling if the jump attempts of their
respective particles with the same label are described by the same Poisson process.

For both couplings, it is possible to obtain a concatenation property of the
backwards paths. First considering the case of basic coupling, we introduce the
following notation: let xstep,Z(τ, t) describe a TASEP starting at time τ ≥ 0 from
step initial condition with rightmost particle at position Z ∈ Z. That is,

xstep,Z
n (τ, τ) = −n+ Z + 1 for n ∈ N. (3.11)

We omit Z in the notation if Z = 0, and if we also have τ = 0, then we write
xstep(t). Additionally, we denote yZn (τ, t) = xstep,Z

n (τ, t)− Z.
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Proposition 3.5 (Proposition 3.4 of [21]). Let τ ∈ [0, t] and assume that all occur-
ring processes are coupled by basic coupling. Then, it holds

xN(t) = xN(t↓τ)(τ) + y
xN(t↓τ)(τ)

N−N(t↓τ)+1(τ, t) = x
step,xN(t↓τ)(τ)

N−N(t↓τ)+1 (τ, t) (3.12)

and

y
xN(t↓τ)(τ)

N−N(t↓τ)+1(τ, t)
(d)
= xstep

N−N(t↓τ)+1(t− τ). (3.13)

Moreover, Lemma 2.1 of [48] yields

xN (t) = min
n≤N

{

xn(τ) + y
xn(τ)
N−n+1(τ, t)

}

. (3.14)

These identities hold true given that at no time several Poisson events occur simul-
taneously in the graphical construction of the processes. This is almost surely the
case. Thus, we keep in mind that the statements in this section actually hold with
probability 1, without mentioning it explicitly each time.

By inspecting the proofs of Proposition 3.5 and (3.14), we observe that the same
arguments hold true for the case of clock coupling of the processes.

Corollary 3.6. We denote by ystep,m(τ ; t) a TASEP with step initial condition
starting at time τ ∈ [0, t], in which all particles with labels smaller than m ∈ Z

are removed and whose rightmost particle starts at the position xm(τ). That is,
ystep,mn (τ ; τ) = xm(τ)− n+m for n ≥ m. We couple the process with x(t) by clock
coupling. Then, it holds

xN (t) = y
step,N(t↓τ)
N (τ ; t) (3.15)

and
xN(t) = min

m≤N
{ystep,mN (τ ; t)}. (3.16)

Comparison of backwards paths to TASEP with step initial condition.

A crucial observation for the bound on right fluctuations of a backwards path in
Proposition 4.2 is that under basic coupling, we can control them on a finite time
interval by considering another backwards path in a TASEP with step initial con-
dition instead.

Lemma 3.7. Let 0 ≤ t1 < t2 ≤ T . Assume xN(T↓t1)(t1) ≤ x1, xN(T↓t2)(t2) ≤
xstep,x1

M (t1, t2) for some label M ∈ Z, and the processes x(t) and xstep,x1(t1, t) are
coupled by basic coupling. Then for any τ ∈ [t1, t2],

xN(T↓τ)(τ) ≤ xstep,x1

M(t2↓τ)(t1, τ). (3.17)

This lemma holds true independently of the initial condition chosen for the ori-
ginal TASEP. For its proof, we first prove Lemma 3.8, which states that if the back-
wards path xN(T↓τ)(τ) is to the left of a site x1 ∈ Z at time t1 ∈ [0, T ], then (almost
surely) at times τ ∈ [t1, T ] there is always a particle of the TASEP xstep,x1(t1, τ) at
the same position as the backwards path. Both relations are illustrated in Figure 2.
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time

Z

t1

t2

T

x1

(xn(τ), τ ∈ [0, T ]), n ∈ N

(xstep,x1

n (t1, τ), τ ∈ [t1, T ]), n ∈ N

(xN(T↓τ)(τ), τ ∈ [0, T ])

(xstep,x1

M(t2↓τ)
(t1, τ), τ ∈ [t1, t2])

xN (T )

x
step,x1

M (t1, t2)

Figure 2: Illustration of the relations displayed in Lemma 3.7 and Lemma 3.8.

Lemma 3.8. Assume xN(T↓t1)(t1) ≤ x1 and the processes x(t) and xstep,x1(t1, t) are
coupled by basic coupling. Then, for each τ ∈ [t1, T ] there exists a label mτ ∈ N

such that
xN(T↓τ)(τ) = xstep,x1

mτ
(t1, τ). (3.18)

Proof. Since we have xN(T↓t1)(t1) ≤ x1, for all n ∈ {N(T ↓ t1), . . . , N} there is some
m = m(n) ∈ N such that xn(t1) = xstep,x1

m (t1, t1). Suppose there exists a first time
τ1 > t1 such that for some n ∈ {N(T ↓ t1), . . . , N}, there is no m ∈ N such that
xn(τ1) = xstep,x1

m (t1, τ1). Then, two cases emerge, assuming xn(τ
−
1 ) = xstep,x1

m (t1, τ
−
1 ).

Case 1: xn(τ1) jumps and xstep,x1
m (t1, τ1) is prohibited to jump. But then, there

needs to be a particle of xstep,x1(t1, ·) at the new position xn(τ1), thus this cannot
happen in the discussed scenario.

Case 2: The jump trial of xn(τ1) is suppressed while xstep,x1
m (t1, τ1) jumps. Then,

there is a particle xk(τ1) with label k ∈ N at the new position of xstep,x1
m (t1, τ1)

whereas there is no particle of xstep,x1(t1, ·). As there are no simultaneous Pois-
son events in the graphical construction, there cannot be a jump attempt at site
xk(τ1) at time τ1 as well. Since we set τ1 to be the first time such that for
n ∈ {N(T ↓ t1), . . . , N} there is no m ∈ N such that xn(τ1) = xstep,x1

m (t1, τ1), we
obtain k 6∈ {N(T ↓ t1), . . . , N}, thus n = N(T ↓ t1), k = N(T ↓ t1) − 1.
But in this case, it cannot hold N(T ↓ τ1) = n = N(T ↓ t1) since we would
need to update the index process to N(T ↓ t1) − 1 here. Thus, we already have
N(T ↓ τ1) ≥ N(T ↓ t1) + 1.

Next, we argue similarly for n ∈ {N(T ↓ t1) + 1, . . . , N} and start at time τ1,
as again for each n ∈ {N(T ↓ t1) + 1, . . . , N} there exists a label m ∈ N such that
xn(τ1) = xstep,x1

m (t1, τ1).

12



We are now ready to prove Lemma 3.7.

Proof of Lemma 3.7. Suppose, going backwards in time, there is a time τ ∈ (t1, t2]
such that xN(T↓τ)(τ) = xstep,x1

M(t2↓τ)(t1, τ). We need to treat two scenarios:

Claim 1: If it holds xstep,x1

M(t2↓τ−)(t1, τ
−) = xstep,x1

M(t2↓τ)(t1, τ)− 1, then xN(T↓τ−)(τ
−) =

xN(T↓τ)(τ)− 1 is valid as well.
First, suppose xN(T↓τ−)(τ

−) = xN(T↓τ)(τ). We know by Lemma 3.8 that for each
t1 ≤ s < τ , there is some label ms ∈ N such that it holds xN(T↓s)(s) = xstep,x1

ms
(t1, s).

But then, since we premised xstep,x1

M(t2↓τ−)(t1, τ
−) = xstep,x1

M(t2↓τ)(t1, τ) − 1, this jump and

the one of the particle of xstep,x1(t1, ·) previously at the position xN(T↓τ)(τ) need to
happen simultaneously at time τ . As there are no simultaneous Poisson events in
the construction of the processes, this cannot be. Next, suppose xN(T↓τ−)(τ

−) =
xN(T↓τ)(τ) + 1. Then, at time τ there must be a suppressed jump attempt of the
N(T ↓ τ)-th particle and, since we assumed xstep,x1

M(t2↓τ−)(t1, τ
−) = xstep,x1

M(t2↓τ)(t1, τ) − 1,
also a jump attempt at the position next to the left. Again, this cannot occur.
Thus, we have verified Claim 1.

Claim 2: If it holds xN(T↓τ−)(τ
−) = xN(T↓τ)(τ) + 1, then xstep,x1

M(t2↓τ−)(t1, τ
−) =

xstep,x1

M(t2↓τ)(t1, τ) + 1 is valid as well.

We notice that given a jump attempt at time τ , the equality xstep,x1

M(t2↓τ−)(t1, τ
−) =

xstep,x1

M(t2↓τ)(t1, τ) is impossible: either the jump trial is suppressed and the backwards

paths moves to the right, or the M(t2 ↓ τ−)-th particle jumps at time τ . Further,
if it holds xstep,x1

M(t2↓τ−)(t1, τ
−) = xstep,x1

M(t2↓τ)(t1, τ)− 1, then there need to be synchronous

jump attempts at the positions xstep,x1

M(t2↓τ)(t1, τ) − 1 and xstep,x1

M(t2↓τ)(t1, τ). Also this
cannot occur. Thus, Claim 2 is confirmed.

Combining Claim 1 and Claim 2, we deduce that the order of the backwards
paths is maintained at all times τ ∈ [t1, t2].

Comparison of increments with clock coupling. Apart from describing
space-time-correlations, key applications of the theory of backwards paths are the
comparison of increments of tagged particle positions over time intervals as well as
the comparison of particle distances at a fixed time. In both cases, we need clock
coupling of the processes.

For the comparison of increments of tagged particle positions, we first observe
some elementary properties of clock coupling. We consider two TASEPs x(t) and
x̃(t) under this coupling. To begin with, clock coupling preserves the partial order
defined by

x(t) ≤ x̃(t) ⇔ xn(t) ≤ x̃n(t) for all n ∈ Z. (3.19)

Lemma 3.9. Let x(0) ≤ x̃(0). Then, it holds x(t) ≤ x̃(t) for any time t ≥ 0.

Proof. A similar argument as in the graphical construction by Harris [32,33] (with
the space variable replaced by the labels of particles) implies that for any given time
t, the construction of the particle evolution can be divided into almost surely finite
(random) blocks of particles in which only finitely many Poisson events take place
before time t. Thus, it is enough to verify the preservation of the partial order at
each Poisson event, which we again suppose to occur at distinct times. Assume that
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at time t0, there is a jump attempt of the particle with label n ∈ Z, and x(τ) ≤ x̃(τ)
for τ ∈ [0, t0). If xn(t

−
0 ) < x̃n(t

−
0 ), then also xn(t0) ≤ x̃n(t0). On the other hand, if

xn(t
−
0 ) = x̃n(t

−
0 ), then xn−1(t

−
0 ) ≤ x̃n−1(t

−
0 ) implies that a jump of xn gives a jump

of x̃n as well. Thus, we still have xn(t0) ≤ x̃n(t0).

Most importantly, if in one initial configuration the spaces between particles are
larger than in the other initial configuration, then this property is preserved over
time and further yields an order of increments.

Lemma 3.10. Assume xn−1(0)− xn(0) ≥ x̃n−1(0) − x̃n(0) for each n ∈ Z. Then,
for each n ∈ Z and any time t ≥ 0,

xn−1(t)− xn(t) ≥ x̃n−1(t)− x̃n(t). (3.20)

Furthermore, for times 0 < t1 < t2, the increments of the processes satisfy

xn(t2)− xn(t1) ≥ x̃n(t2)− x̃n(t1). (3.21)

Proof. Suppose that at time t, the clock of the particles with label n rings. Only
gaps between the particles with labels n + 1 and n respectively n and n − 1 can
change. There are three possible cases:

(a) If xn−1(t
−)− xn(t

−) = x̃n−1(t
−)− x̃n(t

−) = 1, then both xn and x̃n do not
jump.

(b) If xn−1(t
−) − xn(t

−) > x̃n−1(t
−) − x̃n(t

−) = 1, then xn jumps and x̃n does
not jump.

(c) If xn−1(t
−)− xn(t

−) ≥ x̃n−1(t
−)− x̃n(t

−) > 1, then both xn and x̃n jump.
In the cases (a) and (c), the gaps xn−1 − xn and x̃n−1 − x̃n as well as xn − xn+1

and x̃n− x̃n+1 change by the same amount, which preserves their order. In case (b),
xn−1 − xn decreases by 1 while x̃n−1 − x̃n is unchanged. Since their difference was
positive before time t, their order is still maintained. On the other hand, xn −xn+1

increases by 1 while x̃n − x̃n+1 remains unchanged. This verifies (3.20).
The inequality (3.21) is due to the fact that whenever x̃n(t) jumps, the same

applies to xn(t).

A direct consequence of Lemma 3.10 is that for two TASEPs with step initial
condition and rightmost particle at the same position, the displacement of the
particle with less particles on its right is greater than the displacement of the particle
with more particles on its right.

Corollary 3.11. Consider two TASEPs x(t), x̃(t) with step initial condition and
rightmost particle at site a ∈ Z. Let the labels of x(t) and x̃(t) be ≥ m respectively
≥ m̃, where m̃ ≤ m. That is, xn(0) = a − n +m, n ≥ m and x̃n(0) = a − n + m̃,
n ≥ m̃. Then, for each N ≥ m, it holds:

xN(t) ≥ x̃N (t) +m− m̃ for all t > 0, (3.22)

and
xN (t2)− xN (t1) ≥ x̃N (t2)− x̃N (t1) for all t2 > t1 > 0. (3.23)
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time

Z

t1

t2

τ

(a)

time

Z

t1

t2

τ

(b)

x̃M xN

x̃M

xN

Figure 3: The thick solid lines are the evolution of xN and x̃M and the dashed
lines depict their backwards paths. The thin solid lines are the evolution of
y
step,N(t2↓τ)
N (τ ; t) respectively y

step,M(t1↓τ)
M (τ ; t). The solid dots are the particle config-

urations at time τ and the empty dots are the configurations after resetting to the
step initial condition at time τ . Picture (a) corresponds to M(t1 ↓ τ) ≤ N(t2 ↓ τ)
(or N − N(t2 ↓ τ) ≤ M − M(t1 ↓ τ) if M 6= N). Picture (b) shows the case
M(t1 ↓ τ) > N(t2 ↓ τ). Here, the contradiction is that the blue empty dot at time
t1 should be at position x̃M(t1) ≤ xN (t1), but is also strictly to the right of the
black empty dot at time t1.

Proof. Lemma 3.10 yields (3.23). Having this, (3.22) is obtained by setting t2 = t
and t1 = 0.

By Corollary 3.6 and Corollary 3.11, we can derive the comparison of tagged
particle increments over time intervals. For this, we incorporate a shift in the clock
coupling.

Lemma 3.12. We consider two TASEPs x(t), x̃(t) and two labels N,M ∈ Z. Let
x(t) and x̃(t) be coupled by clock coupling with a shift, meaning that xN+n(t) and
x̃M+n(t) share their jump attempts for each n ∈ Z. For fixed 0 < t1 < t2, we
construct the index process N(t2 ↓ τ) with respect to x(t) and M(t1 ↓ τ) with
respect to x̃(t). Let x̃M(t1) ≤ xN(t1) and assume there is some τ ∈ [0, t1] such that
xN(t2↓τ)(τ) = x̃M(t1↓τ)(τ). Then, it holds

xN (t2)− xN (t1) ≥ x̃M (t2)− x̃M (t1). (3.24)

Proof. We provide an illustration of our arguments in Figure 3. Set
x∗ = xN(t2↓τ)(τ) = x̃M(t1↓τ)(τ). Without loss of generality, we assume N = M . Co-
rollary 3.6 yields

xN(t2) = y
step,N(t2↓τ)
N (τ ; t2), xN (t1) ≤ y

step,N(t2↓τ)
N (τ ; t1),

x̃M(t1) = y
step,M(t1↓τ)
M (τ ; t1), x̃M(t2) ≤ y

step,M(t1↓τ)
M (τ ; t2)

(3.25)
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with all processes coupled by clock coupling. Assume for a moment that

M(t1 ↓ τ) ≤ N(t2 ↓ τ). (3.26)

Then, (3.25) and Corollary 3.11 applied to y
step,N(t2↓τ)
N (τ ; t), y

step,M(t1↓τ)
M (τ ; t) with

a = x∗, m = N(t2 ↓ τ), m̃ = M(t1 ↓ τ) give

xN (t2)− xN (t1) ≥ y
step,N(t2↓τ)
N (τ ; t2)− y

step,N(t2↓τ)
N (τ ; t1)

≥ y
step,M(t1↓τ)
M (τ ; t2)− y

step,M(t1↓τ)
M (τ ; t1)

≥ x̃M (t2)− x̃M (t1).

(3.27)

It remains to prove (3.26). Suppose it did not hold true. Then, by (3.22) of

Corollary 3.11, we would have xN (t1) ≤ y
step,N(t2↓τ)
N (τ ; t1) < y

step,M(t1↓τ)
M (τ ; t1) =

x̃M(t1), which contradicts the assumption x̃M (t1) ≤ xN (t1).

In [8], this was the statement of Proposition 2.2 (assuming basic coupling).
The proof however contains a small mistake, since under basic coupling the second
inequality in (3.27) holds true only in law and not pathwise. This is the reason
why we consider the clock coupling instead. The comparison results of [8] are still
correct once we use this new coupling, with appropriate change of notations and
adapting some of the proofs, which we do below.

An important observation is that, given a family of times t1 < t2 in an interval
[t, T ], it is enough to require the conditions of Lemma 3.12 for t, T .

Lemma 3.13. Suppose the conditions of Lemma 3.12 are met for times 0 ≤ t < T .
Then, for all times t ≤ t1 < t2 ≤ T , we likewise have x̃M(t1) ≤ xN(t1) and there is
some τ ∈ [0, t1] such that xN(t2↓τ)(τ) = x̃M(t1↓τ)(τ).

Proof. Given Lemma 3.12, this follows exactly as Lemma 2.6 of [8].

The comparison of particle distances at a fixed time is captured in Lemma 3.14.
Its proof is similar to the one of Lemma 4.6 of [12]. However, in [12], the result
is formulated in the context of height functions and basic coupling instead of the
framework of particle positions and clock coupling.

Lemma 3.14. We consider two TASEPs x(t) and x̃(t) coupled by clock coupling as
well as two labels M < M̃ . For a fixed time t > 0, we construct the index process
M(t ↓ τ) via the evolution of x(t) and the index process M̃(t ↓ τ) via the evolution
of x̃(t). Suppose there is some τ ∈ [0, t] such that M(t ↓ τ) = M̃(t ↓ τ). Then, it
holds

xM(t)− xM̃(t) ≥ x̃M (t)− x̃M̃ (t). (3.28)

Proof. It holds M̃(t ↓ τ) = M(t ↓ τ) ≤ M < M̃ . By Corollary 3.6, we obtain:

xM(t) = y
step,M(t↓τ)
M (τ ; t), xM̃ (t) ≤ y

step,M(t↓τ)
M̃

(τ ; t),

x̃M(t) ≤ y
step,M̃(t↓τ)
M (τ ; t), x̃M̃(t) = y

step,M̃(t↓τ)
M̃

(τ ; t).
(3.29)
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Each pair of these processes is coupled by clock coupling. In particular,

y
step,M(t↓τ)
M(t↓τ)+n (τ ; ·) and y

step,M̃(t↓τ)
M̃(t↓τ)+n

(τ ; ·) (3.30)

share their clocks for each n ≥ 0. Hence, the only difference between the processes
ystep,M(t↓τ)(τ ; ·) and ystep,M̃(t↓τ)(τ ; ·) is the initial position of their rightmost particle.
The latter does not influence the interdistances of particles in the respective pro-
cesses. Thus, we obtain

y
step,M(t↓τ)
M (τ ; t)− y

step,M(t↓τ)
M̃

(τ ; t) = y
step,M̃(t↓τ)
M (τ ; t)− y

step,M̃(t↓τ)
M̃

(τ ; t). (3.31)

Together with (3.29), this implies (3.28).

3.2 Asymptotic results

Given the finite time results and the estimates collected in Appendix A, asymp-
totic comparison results can be proven for TASEP with step initial condition and
stationary TASEP. We always label the particles in a stationary TASEP such that
particles with labels in N start weakly to the left of the origin, while particles with
non-positive labels start strictly to the right of it.

Proposition 3.15. Let x(t) denote a TASEP with step initial condition, set
N = γT for γ ∈ (0, 1) and t = T −κT 2/3 with κ in a bounded subset of R. Further,

define ρ0 =
√

γT
t

and ρ± = ρ0 ± κt−1/3 for some κ > 0 with κ = o(T 1/3). Set

M = ρ2+t − 3
2
κρ+t

2/3 and P = ρ2−t +
3
2
κρ−t

2/3. Consider the stationary TASEPs
xρ+(t) with density ρ+ and xρ−(t) with density ρ−, coupled with x(t) by clock coup-
ling with a shift: for each n ∈ Z, xN+n, x

ρ+
M+n and x

ρ−
P+n share the same jump

attempts.
Then, with a probability of at least 1 − Ce−cκ, it holds for all times T large

enough:

∀t ≤ t1 < t2 ≤ T : x
ρ+
M (t2)−x

ρ+
M (t1) ≤ xN (t2)−xN (t1) ≤ x

ρ−
P (t2)−x

ρ−
P (t1). (3.32)

The constants C, c > 0 can be chosen uniformly for large times T , for the different
densities that appear and for γ in a closed subset of (0, 1).

With help of Lemma 3.12, Lemma 3.13 and the estimates in Appendix A, Pro-
position 3.15 can be proven as described in [8] for Theorem 2.8 of [8]. As most details
are similar to the proof of Proposition 3.16 and only the latter will be applied in
this work, we do not repeat the arguments here.

By Lemma 3.14, we obtain the comparison of particle interdistances in TASEP
with step initial condition and stationary TASEP.

Proposition 3.16. Let x(t) denote a TASEP with step initial condition, set
N = γT for γ ∈ (0, 1) and t = T − κT 2/3 with κ in a bounded subset of R. Define

ρ0 =
√

γT
t

and ρ± = ρ0 ± κt−1/3 for some κ > 0 with κ = o(T 1/3). Consider the

stationary TASEPs xρ+(t) with density ρ+ and xρ−(t) with density ρ−, coupled with
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x(t) by clock coupling. Set M = ρ2+t − 3
2
κρ+t

2/3 and P = ρ2−t +
3
2
κρ−t

2/3. Then,
with a probability of at least 1− Ce−cκ, it holds for all times T large enough:

xN (t)− xM(t) ≥ x
ρ+
N (t)− x

ρ+
M (t) and xP (t)− xN (t) ≤ x

ρ−
P (t)− x

ρ−
N (t). (3.33)

The constants C, c > 0 can be chosen uniformly for large times T , for the different
densities that appear and for γ in a closed subset of (0, 1).

Proof. First, we bound the particle distances from above by the ones in the sta-
tionary TASEP with slightly lower density.

Lemma A.2, Lemma A.3 with w = −3
4
κχ−1/3 and Lemma A.4 yield for all times

T large enough:

P(N(t ↓ 0) > κt1/3) = P(|xN(t↓0)(0)| ≥ κt1/3) ≤ Ce−cκ,

P(x
ρ−
P (t) ≤ (1− 2ρ−)t− κt2/3) ≥ 1− Ce−cκ,

P(x
ρ−
P (t)− x

ρ−
P (t↓0)(0) ≤ (1− 2ρ−)t− 1

2
κt2/3) ≤ Ce−cκ.

(3.34)

These bounds imply

P(x
ρ−
P (t↓0)(0) ≥ −1

2
κt2/3) ≤ Ce−cκ. (3.35)

From x
ρ−
P (t↓0)(0) ≤ −1

2
κt2/3 with high probability, we now derive that it holds

P (t ↓ 0) ≥ κt1/3 with high probability as well. In doing so, we denote

Zκ,t := #{particles in xρ−(0) at sites in {−1
2
κt2/3, . . . ,−1}} ∼ Bin(1

2
κt2/3, ρ−).

(3.36)
Utilizing the exponential Chebyshev inequality, we find

P(Zκ,t ≥ κt1/3) ≥ 1− e−cκt2/3 , (3.37)

leading to

P(P (t ↓ 0) ≥ κt1/3) ≥ P

(

Zκ,t ≥ κt1/3, x
ρ−
P (t↓0)(0) ≤ −1

2
κt2/3

)

≥ 1− Ce−cκ. (3.38)

Together with (3.34), this implies

P(P (t ↓ 0) > N(t ↓ 0)) ≥P(P (t ↓ 0) ≥ κt1/3 > N(t ↓ 0)) ≥ 1− Ce−cκ. (3.39)

As P < N , if we have P (t ↓ 0) > N(t ↓ 0), then there almost surely exists some
τ ∈ [0, t] such that P (t ↓ τ) = N(t ↓ τ). By Lemma 3.14, we get

x
ρ−
P (t)− x

ρ−
N (t) ≥ xP (t)− xN (t) (3.40)

with the same probability as P (t ↓ 0) > N(t ↓ 0).
The lower bound is proven by similar means. In fact, it is easier to obtain: here,

P(M(t ↓ 0) ≤ 0) = P(x
ρ+
M(t↓0)(0) > 0) ≥ 1− Ce−cκ (3.41)

already implies P(M(t ↓ 0) < N(t ↓ 0)) ≥ 1− Ce−cκ since it holds N(t ↓ 0) ≥ 1.
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To conclude, we want to point out that the constants in the bounds obtained
from Lemma A.2, Lemma A.3 and Lemma A.4 can be chosen uniformly for all T
large enough and for γ in a closed subset of (0, 1). In fact, as we have κ = o(T 1/3)
and κ is contained in a bounded subset of R, for large times the appearing densities
ρ± =

√
γ + (1

2
κ
√
γ ± κ)t−1/3 +O(κ2t−2/3) are contained in a closed subset of (0, 1)

as well. Therefore, the constants can be chosen uniformly for all those densities.
Also the application of the exponential Chebyshev inequality for (3.37) allows the
choice of uniform constants C, c > 0.

To see that the choice of κ = o(T 1/3) is admissible, refer to Remark A.5. In
order to obtain uniform constants for different values of κ, we demand κ = O(T σ)
for some σ ∈ (0, 1

3
).

Remark 3.17. In the case of basic coupling, the comparisons in Lemma 3.12, Pro-
position 3.15 (with t1 < t2 fixed) and Lemma 3.14, Proposition 3.16 still hold true
in law. However, our localization result on backwards paths in TASEP with step
initial condition, specifically the proof of Theorem 4.3, requires the simultaneous
comparison of particle interdistances at a fixed time for a family of particles.

More importantly, the proof of Lemma 2.2 (Proposition 2.9 of [8]) requires the
comparison of tagged particle increments for a family of times t1 < t2. Consequently,
results in law would not be sufficient for our purpose and our arguments indeed
require the use of clock coupling. With our Proposition 3.15 (instead of Theorem 2.8
of [8]), the proof of Proposition 2.9 of [8], the weak convergence, is amended and
does not require any changes.

4 Localization results

Let x(t) denote a TASEP with step initial condition, let γ ∈ (0, 1), N = γT , and
consider the regions

Cr ={(x, t) ∈ Z× [0, T ] | x ≤ (1− 2
√
γ)t+KT 2/3},

Cl ={(x, t) ∈ Z× [0, T ] | x ≥ (1− 2
√
γ)t−KT 2/3}.

(4.1)

Construct the process x̃r(t) with x̃r(0) = x(0) by the same Poisson events as x(t) in
Cr and with (Cr)c completely filled by holes. Likewise, denote by x̃l(t) the process
with x̃l(0) = x(0), constructed by the same Poisson events as x(t) in Cl and with
(Cl)c completely filled by particles.
The main objective of Section 4 is to localize the randomness that xN(T ) depends
upon with help of x̃r

N (T ) and x̃l
N(T ):

Proposition 4.1. There exists an event E such that

P(xN(T ) = x̃r
N (T ) = x̃l

N(T )|E) = 1 (4.2)

and, for T sufficiently large,
P(Ec) ≤ Ce−cK , (4.3)

where 1 ≤ K = O(T ε) with ε ∈ (0, 1
12
) fixed. The constants C, c > 0 can be chosen

uniformly for T large enough and for γ in a closed subset of (0, 1).
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Proposition 4.1 is proven by controlling the right fluctuations of the backwards
path starting at xN (T ) and the left fluctuations of the backwards path of a hole
nearby. We start with the first part, as the second is essentially a mirror image of
the same problem.

As we will see in the proof of Proposition 6.2, Proposition 4.1 can be extended
to particle positions on (small) time intervals instead of at fixed times. This is due
to an order of backwards paths: for two labels N,M ∈ Z with N ≤ M and times
0 ≤ t < t̃, we have

xM(t↓τ)(τ) ≤ xN(t̃↓τ)(τ) for all τ ∈ [0, t]. (4.4)

4.1 Control of fluctuations to the right

In order to control the right fluctuations of a backwards path in TASEP with step
initial condition, we adopt an approach from Section 11 of [4] that was previously
employed for Theorem 4.4 of [13] and Proposition 4.9 of [12]. To our knowledge, it
has not been applied in the framework of particle positions before. Its advantage in
comparison to other approaches to localization results in this setting, see [21,24], is
that it allows us to obtain the bound in Proposition 4.1 even for constant values of
K, instead of requiring K → ∞ as T → ∞.

Since our notion of backwards paths shows not only similarities but also dif-
ferences to the backwards geodesics in the cases of LPP models [4, 13] and height
function representations [12], our implementation of the approach of [4] requires
further technicalities, namely the use of Lemma 3.7. Moreover, it only gives us con-
trol of the right fluctuations of the backwards path. Also, due to the application of
Proposition 3.16, we only get 1 as exponent in the exponential decay, instead of 2 re-
spectively 3 [12,13]. The next proposition captures the control of right fluctuations
of the backwards path.

Proposition 4.2. For γ ∈ (0, 1), N = γT and all T sufficiently large, it holds

P(xN(T↓t)(t)− (1− 2
√
γ)t > KT 2/3 for some t ∈ [0, T ]) ≤ Ce−cK , (4.5)

where 1 ≤ K = O(T ε) with ε ∈ (0, 1
12
) fixed. The constants C, c > 0 can be chosen

uniformly for T large enough and for γ in a closed subset of (0, 1).

Proof. We define

l(t) := (1− 2
√
γ)t, m := min{n ∈ N|2−nT ≤ T 1/2} (4.6)

and choose u1 < u2 < . . . by u1 :=
K
10

and un − un−1 = u12
−(n−1)/2. We divide the

interval [0, T ] up into 2n subintervals for each n ∈ {1, . . . , m} and denote

An := {xN(T↓k2−nT )(k2
−nT ) ≤ l(k2−nT ) + unT

2/3, 0 ≤ k ≤ 2n},
Bn,k := {xN(T↓k2−nT )(k2

−nT ) > l(k2−nT ) + unT
2/3}, 0 ≤ k ≤ 2n,

L :=
{

sup
s∈[0,1]

|xN(T↓(k+s)2−mT )((k + s)2−mT )− xN(T↓k2−mT )(k2
−mT )− l(s2−mT )|

≤ K
2
T 2/3, 0 ≤ k ≤ 2m − 1

}

(4.7)
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as well as
G :=

{

sup
t∈[0,T ]

{xN(T↓t)(t)− l(t)} ≤ KT 2/3
}

. (4.8)

As k, we only consider integers. Our goal is to show P(Gc) ≤ Ce−cK for suitable
constants C, c > 0. We define

F := {xN(T↓k2−mT )(k2
−mT ) > l(k2−mT ) + K

2
T 2/3 for some k ∈ {0, . . . , 2m − 1}}.

(4.9)
The first feature we need is the inclusion

F ⊆
m
⋃

n=2

2n−1
⋃

k=1

(Bn,k ∩An−1) ∪
2
⋃

k=0

B1,k. (4.10)

Heuristically, (4.10) implies that if the backwards path fluctuates to the right at
one edge point of the subintervals of length 2−mT , then this either happens at time
0 or at time T , or we find a decomposition of [0, T ] into larger dyadic subintervals
such that at one of their inner edge points, the backwards path fluctuates to the
right, while at the two adjacent edge points, it stays to the left of a suitable line.
To obtain (4.10), it is essential that un < K

2
for all n ∈ N. We make the following

case distinction: If we have xN(T↓0)(0) > u1T
2/3, then B1,0 occurs. If it holds

xN (T ) > (1− 2
√
γ)T + u1T

2/3, then B1,2 takes place.
Assuming xN(T↓0)(0) ≤ u1T

2/3 and xN(T ) ≤ (1 − 2
√
γ)T + u1T

2/3, we see that
there exists a maximal n0 ∈ {0, . . . , m− 1} such that

xN(T↓k2−mT )(k2
−mT ) > l(k2−mT ) + um−n0T

2/3 (4.11)

is fulfilled by some k = 2n0z with z ∈ {1, . . . , 2m−n0−1} odd. Then, Bm−n0,z occurs.
If n0 = m − 1, then we have Bm−n0,z = B1,1. Else, we show that Ac

m−n0−1 taking
place would contradict the maximality of n0 and conclude that Bm−n0,z ∩Am−n0−1

occurs.
Since we have F c ∩ L ⊆ G, the inclusion (4.10) implies

P(Gc) ≤ P(Lc) +
m
∑

n=2

2n−1
∑

k=1

P(Bn,k ∩ An−1) +
2
∑

k=0

P(B1,k). (4.12)

Bound on P(Lc). Both the number of jumps to the left and the number of jumps
to the right of the backwards path xN(t↓τ)(τ) are stochastically dominated by a
Poisson process P with intensity 1. Consequently, the same applies to the change
of position of the path: stochastically,

|xN(T↓(k+s)2−mT )((k + s)2−mT )− xN(T↓k2−mT )(k2
−mT )| (4.13)

is bounded by
P((k + s)2−mT )− P(k2−mT ). (4.14)

Exploiting stationarity of the increments of P and applying the exponential Cheby-
shev inequality, we derive

P(Lc) ≤ Ce−cKT 2/3

. (4.15)

Here, it is essential that we consider increments over intervals of length 2−mT ≤
T 1/2 ≪ KT 2/3.
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Z

time

times k′2−(n−1)T, k′ ∈ {0, . . . , 2n−1}
time k2−nT

l(t) + un−1T
2/3

l(t) + unT
2/3

xN(T↓t)(t)

Figure 4: The event Bn,k ∩An−1 for k ∈ {1, . . . , 2n − 1} odd.

Bound on
∑m

n=2

∑2n−1
k=1 P(Bn,k ∩ An−1) +

∑2
k=0 P(B1,k). For n ∈ {2, . . . , m} and

k ∈ {1, . . . , 2n−1} even, we have Bn,k∩An−1 = ∅ and therefore P(Bn,k∩An−1) = 0.
Thus, assume that k ∈ {1, . . . , 2n − 1} is odd and suppose Bn,k ∩ An−1 occurs. We
denote

t1 := (k − 1)2−nT, t2 := (k + 1)2−nT, t := k2−nT (4.16)

and obtain by An−1:

xN(T↓t1)(t1) ≤ l(t1) + un−1T
2/3 =: x1, (4.17)

xN(T↓t2)(t2) ≤ l(t2) + un−1T
2/3 =: x2. (4.18)

The event Bn,k gives xN(T↓t)(t) > l(t) + unT
2/3. Thus, we have

P(Bn,k ∩ An−1) ≤ P(xN(T↓t)(t) > l(t) + unT
2/3, xN(T↓t1)(t1) ≤ x1, xN(T↓t2)(t2) ≤ x2),

(4.19)
see also Figure 4. Making use of this inequality, we derive a suitable bound on
P(Bn,k ∩ An−1) in Proposition 4.6 and conclude in Corollary 4.7 that it holds

m
∑

n=2

2n−1
∑

k=1

P(Bn,k ∩An−1) ≤ Ce−cK . (4.20)

In particular, the proof of Proposition 4.6 displays why we need to choose
K = O(T ε) ⊆ o(T 1/12).

Suitable bounds on P(B1,0),P(B1,1) and P(B1,2) are obtained by Lemma A.2,
see also Remark A.5, by Theorem 4.4 and lastly by Lemma A.1.

For all bounds, the constants C, c > 0 can be chosen uniformly for large T and for
γ in a closed subset of (0, 1). Combining all bounds, we conclude P(Gc) ≤ Ce−cK .

4.2 Mid-time estimate and its application

The proof of Proposition 4.2 requires a mid-time estimate for backwards paths in
TASEP with step initial condition. We first state it in terms of backwards indices
and adapt the argumentation from the proof of Proposition 4.8 of [12] to the context
of particle positions.
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Theorem 4.3. Let N = αT with α ∈ (0, 1) and fix some ε ∈ (0, 1
3
). Then, for all

sufficiently large times T , it holds

P(|N(T ↓ T
2
)− α

2
T | > 2KT 2/3) ≤ Ce−cK , (4.21)

where 1 ≤ K = O(T ε). The constants C, c > 0 can be chosen uniformly for all T
large enough and for α in a closed subset of (0, 1).

Proof. Let Ñ := α
2
T + 2KT 2/3. In the following, we show

P(N(T ↓ T
2
) ≤ Ñ) ≥ 1− Ce−cK (4.22)

for all times T large enough and for constants C, c > 0 which are uniform in the
sense stated above. By the relations in Proposition 3.5 and (3.14), we observe that
if we have

xN (T ) < min
Ñ<n≤N

{

xn(
T
2
) + y

xn(
T
2
)

N−n+1(
T
2
, T )
}

, (4.23)

then this implies N(T ↓ T
2
) ≤ Ñ . As we do not need the coupling of the processes

from now on, we replace y
xn(

T
2
)

N−n+1(
T
2
, T ) by xstep

N−n+1(
T
2
) in our notation. For any

S ∈ R, we deduce:

P(N(T ↓ T
2
) ≤ Ñ) ≥P

(

xN (T ) < S < min
Ñ<n≤N

{xn(
T
2
) + xstep

N−n+1(
T
2
)}
)

≥1− P(xN (T ) ≥ S)− P

(

min
Ñ<n≤N

{xn(
T
2
) + xstep

N−n+1(
T
2
)} ≤ S

)

.

(4.24)
Choosing S := (1− 2

√
α)T + φK2T 1/3 with φ := 1

4α3/2 , Lemma A.1 yields

P(xN(T ) ≥ S) ≤ Ce−cK3

. (4.25)

Further, we define h(n) := 1√
α
(n− α

2
T ) and observe

P

(

min
Ñ<n≤N

{xn(
T
2
) + xstep

N−n+1(
T
2
)} ≤ S

)

≤ P

(

min
Ñ<n≤N

{xn(
T
2
) + h(n)} ≤ S

2

)

+ P

(

min
Ñ<n≤N

{xstep
N−n+1(

T
2
)− h(n)} ≤ S

2

)

.
(4.26)

We only provide the details of the bound on the first summand in (4.26) as the
bound on the second one can be approached in a similar manner. Henceforth, we
use the notation

P

(

min
Ñ<n≤N

{xn(
T
2
) + h(n)} ≤ S

2

)

= P

(

min
2KT 2/3<k≤α

2
T

{xα
2
T+k(

T
2
) + h(α

2
T + k)} ≤ S

2

)

.

(4.27)
In order to bound (4.27), we partition the domain of k, {2KT 2/3+1, . . . , α

2
T}, into

several subregions. Having small k, that is k = O(KT 2/3), in the domain, it is not
possible to derive a bound on (4.27) solely with help of Lemma A.1. Instead, we
utilize a comparison to stationary TASEP. For large k, the one-point probabilities
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become very small or even equal zero. Lastly, for k neither too large nor too small,
we obtain uniform bounds from Lemma A.1. Thus, for some δ ∈ (0, 1

3
− ε), we use

(4.27) ≤ P

(

min
2KT 2/3<k≤KT 2/3+δ

{xα
2
T+k(

T
2
) + h(α

2
T + k)} ≤ S

2

)

(4.28)

+ P

(

min
KT 2/3+δ<k≤α

2
T

{xα
2
T+k

(T
2
) + h(α

2
T + k)} ≤ S

2

)

. (4.29)

Claim A: For all T large enough, it holds (4.29) ≤ Ce−cK2T 2δ
. The constants

C, c > 0 can be taken uniformly for α in a closed subset of (0, 1).
We suppose α ∈ [a, b] ⊆ (0, 1) and denote k = α

2
Tξ with 2

α
KT−1/3+δ < ξ ≤ 1 as

well as

ξ0 = min
(

1, 21−√
α√

α

)

=

{

1, α < 4
9
,

21−√
α√

α
, α ≥ 4

9
.

(4.30)

First consider the case α ≥ 4
9
. Since

√
α > α and xn(t) ≥ −n for all t ≥ 0, n ∈ N,

we obtain for ξ ≥ ξ0:

xαT
2

(1+ξ)
(T
2
) +

√
α
2
ξT ≥− α

2
T (1 + ξ) +

√
α
2
ξT

≥− α
2
T (1 + ξ0) +

√
α
2
ξ0T = (1− 2

√
α)T

2
+ (1−

√
α)2 T

2
.

(4.31)
As K = o(T 1/3), we deduce

P(xαT
2

(1+ξ)(
T
2
) +

√
α
2
ξT ≤ S

2
) = 0 (4.32)

for T large enough.
Thus for all T large enough, (4.29) is the same as taking the minimum over

KT 2/3+δ < k ≤ α
2
ξ0T . For such values of k we have

(1− 2
√
α + 2kT−1)T

2
≥ (1− 2

√
α)T

2
− k√

α
+ k2

4α3/2T
−1 (4.33)

and α+2kT−1 is contained in a closed subset of (0, 1). Thus, by Lemma A.1, there
exist uniform constants C, c > 0 such that for all T large enough,

(4.29) ≤
∑

KT 2/3+δ<k≤α
2
ξ0T

P(xα
2
T+k(

T
2
) ≤ (1− 2

√
α+ 2kT−1)T

2
− k2

4α3/2T
−1 + φ

2
K2T 1/3)

≤
∑

KT 2/3+δ<k≤α
2
ξ0T

Ce−c(2k2T−4/3−K2) ≤ Ce−cK2T 2δ

.

(4.34)
Claim B: For all T large enough, it holds (4.28) ≤ Ce−cK .

Now, we deal with the region where the integer k takes small values. We have

(4.28) ≤
T δ−1
∑

ℓ=2

P

(

min
k∈Iℓ

{xα
2
T+k

(T
2
) + h(α

2
T + k)} ≤ S

2

)

(4.35)
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for Iℓ := (ℓKT 2/3, (ℓ+ 1)KT 2/3] ∩ Z. The ℓth term in (4.35) can be bounded by

P

(

min
k∈Iℓ

{xα
2
T+k(

T
2
)− xα

2
T+ℓKT 2/3(

T
2
) + 1√

α
(k − ℓKT 2/3)} ≤ −φ̃ℓ2K2T 1/3

)

(4.36)

+ P

(

xα
2
T+ℓKT 2/3(

T
2
) + h(α

2
T + ℓKT 2/3) ≤ S

2
+ φ̃ℓ2K2T 1/3

)

, (4.37)

where we choose φ̃ := 1
3α3/2 .

Claim B.1: For all T large enough, it holds
∑T δ−1

ℓ=2 (4.37) ≤ Ce−cK2
.

By Lemma A.1, series expansion, and the choice of φ̃ and φ, we obtain

P(xα
2
T+ℓKT 2/3(

T
2
) + h(α

2
T + ℓKT 2/3) ≤ S

2
+ φ̃ℓ2K2T 1/3)

≤ P

(

xα
2
T+ℓKT 2/3(

T
2
) ≤ (1− 2

√

α + 2ℓKT−1/3)T
2
− 5

96α3/2 ℓ
2K2T 1/3

)

≤ Ce−cℓ2K2

(4.38)

with uniform constants for all T large enough, α in a closed subset of (0, 1) and
ℓ ∈ {2, . . . , T δ − 1}. Summing over ℓ, Claim B.1 follows.

Claim B.2: For all T large enough, it holds
∑T δ−1

ℓ=2 (4.36) ≤ Ce−cK .
With help of Lemma 3.14 and Proposition 3.16, we can bound the distances of
particles in TASEP with step initial condition by the distances of particles in a
stationary TASEP with suitable density.

For a fixed ℓ ∈ {2, . . . , T δ − 1} and k ∈ Iℓ, let

t = T
2
, P = α

2
T + ℓKT 2/3, N+ = α

2
T + (ℓ+ 1)KT 2/3, Nk = α

2
T + k. (4.39)

Also set

κ = κ(ℓ) = (ℓ+2)K

21/3
√
α
, ρ0 =

√

N+

t
=

√
α + (ℓ+1)KT−1/3

√
α

− (ℓ+1)2K2T−2/3

2α3/2 +O(ℓ3K3T−1),

(4.40)
as well as

ρ− = ρ0 − κ(T
2
)−1/3 and P− = ρ2−

T
2
+ 3

2
κρ−(

T
2
)2/3. (4.41)

It holds Nk ≤ N+. Constructing both backwards index processes via the evolution
of x(t), we hence have Nk(t ↓ τ) ≤ N+(t ↓ τ) for all τ ∈ [0, t]. Further, the choice of
κ gives P− < P for T large enough, uniformly in ℓ. Constructing both backwards
index processes starting at P− and P with respect to the stationary TASEP xρ−(t)
with density ρ−, it holds P−(t ↓ τ) ≤ P (t ↓ τ) for all τ ∈ [0, t].

We couple x(t) and xρ−(t) by clock coupling and apply Proposition 3.16 for t, N+

and P−. Instead of T , we consider the time T
2
. With this, t = T

2
leads to κ = 0,

and we get N+ = γ T
2
for γ = α+2(ℓ+1)KT−1/3. Since (ℓ+1)K ≤ T δK = o(T 1/3)

(as ε+ δ < 1
3
), γ is contained in a closed subset of (0, 1) for T large enough and we

have κ = o(T 1/3). As seen in the proof of Proposition 3.16, it holds

P(∃τ ∈ [0, t] : P−(t ↓ τ) = N+(t ↓ τ)) ≥ 1− Ce−cκ. (4.42)

But then, since P− < P < Nk ≤ N+ and the probability of several jump attempts
at the same time equals zero, we also get

P(∀k ∈ Iℓ, ∃τ ∈ [0, t] : P (t ↓ τ) = Nk(t ↓ τ)) ≥ 1− Ce−cκ. (4.43)
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The constants C, c > 0 can be chosen uniformly for α in a closed subset of (0, 1),
for times T large enough and for ℓ ∈ {2, . . . , T δ − 1}.

Lemma 3.14 implies that with a probability of at least 1− Ce−cκ, it holds

xα
2
T+k

(t)− xα
2
T+ℓKT 2/3(t) ≥ x

ρ−
α
2
T+k

(t)− x
ρ−
α
2
T+ℓKT 2/3

(t), (4.44)

uniformly for all k ∈ Iℓ. Since
∑T δ−1

ℓ=2 Ce−cκ(ℓ) ≤ Ce−cK , this means that replacing

the process x with xρ− in
∑T δ−1

ℓ=2 (4.36), the error term is at most Ce−cK .
It thus remains to bound (4.36) for the stationary process xρ− . For notational

simplicity we write ρ = ρ− in the rest of the proof. Let Zj be independent geomet-
rically distributed random variables with P(Zj = i) = ρ(1 − ρ)i, i ≥ 0. Then

xρ
α
2
T+ℓKT 2/3

(T
2
)− xρ

α
2
T+k

(T
2
)− 1√

α
(k − ℓKT 2/3)

(d)
=

k−ℓKT 2/3
∑

j=1

(1 + Zj − 1√
α
). (4.45)

Setting

q := ρ−
√
α = −KT−1/3

√
α

− (ℓ+1)2K2T−2/3

2α3/2 +O(ℓ3K3T−1) (4.46)

we get
E[Zj] =

1−ρ
ρ

= 1−√
α√

α
− q

α
+O(q2). (4.47)

Having q2 = O(ℓ2K2T−2/3), this implies

(4.45) =
k−ℓKT 2/3
∑

j=1

(Zj − E[Zj ])− (k − ℓKT 2/3) q
α
+O(ℓ2K3). (4.48)

Since q < 0, we obtain

P

(

min
k∈Iℓ

{xρ
α
2
T+k

(T
2
)− xρ

α
2
T+ℓKT 2/3

(T
2
) + 1√

α
(k − ℓKT 2/3)} ≤ −φ̃ℓ2K2T 1/3

)

≤ P

(

max
k∈Iℓ

k−ℓKT 2/3
∑

j=1

(Zj − E[Zj ]) ≥ φ̃ℓ2K2T 1/3 +KT 2/3 q
α
−O(ℓ2K3)

)

.
(4.49)

For ℓ ∈ {2, . . . , T δ − 1} and T large enough, we have

φ̃ℓ2K2T 1/3 +KT 2/3 q
α
−O(ℓ2K3) ≥ 1

8
φ̃ℓ2K2T 1/3. (4.50)

Thus, to derive Claim B.2 it remains to bound

T δ−1
∑

ℓ=2

P

(

max
k∈Iℓ

k−ℓKT 2/3
∑

j=1

(Zj − E[Zj]) ≥ 1
8
φ̃ℓ2K2T 1/3

)

. (4.51)

As
∑k−ℓKT 2/3

j=1 (Zj − E[Zj ]) is a martingale with respect to the index k, we can

apply x 7→ eλx, λ > 0, on both sides and employ Doob’s submartingale inequality.
Choosing λ = T−1/3, a standard computation leads to

(4.51) ≤
T δ−1
∑

ℓ=2

Ce−cℓ2K2 ≤ Ce−cK2

(4.52)

with uniform constants for all α in a closed subset of (0, 1), all ℓ ∈ {2, . . . , T δ − 1}
and for all T sufficiently large.
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Conclusion. Claim A and Claim B together imply

P

(

min
Ñ<n≤N

{xn(
T
2
) + h(n)} ≤ S

2

)

≤ Ce−cK (4.53)

with uniform constants C, c > 0 for all times T large enough and for α in a closed
subset of (0, 1). In essentially the same way one shows

P

(

min
Ñ<n≤N

{xstep
N−n+1(

T
2
)− h(n)} ≤ S

2

)

≤ Ce−cK (4.54)

as well. Combining these two bounds and (4.25), the proof of (4.22) is completed.
The converse estimate on N(T ↓ T

2
) is directly obtained by switching the roles of

x(t) and xstep(t).

In terms of backwards paths, the mid-time estimate formulates as follows:

Theorem 4.4. Let N = αT with α ∈ (0, 1) and fix some ε ∈ (0, 1
3
). Then, it holds

for all T large enough:

P(|xN(T↓T
2
)(

T
2
)− (1− 2

√
α)T

2
| > 3√

α
KT 2/3) ≤ Ce−cK , (4.55)

where 0 < K = O(T ε). The constants C, c > 0 exist uniformly for all large times
T and for α in a closed subset of (0, 1).

Proof. This result is a direct consequence of Theorem 4.3 and Lemma A.1.

Now, we return to the setting in the proof of Proposition 4.2. Recall that we
want to bound

P(Bn,k ∩ An−1)

≤ P(xN(T↓t)(t) > l(t) + unT
2/3, xN(T↓t1)(t1) ≤ x1, xN(T↓t2)(t2) ≤ x2),

(4.56)

with t, t1, t2 and x1, x2 defined in (4.16), (4.17), (4.18) and N = γT with γ ∈ (0, 1).
By Lemma 3.8, xN(T↓t1)(t1) ≤ x1 implies that there exists some mt2 ∈ N such

that xN(T↓t2)(t2) = xstep,x1
mt2

(t1, t2). Having xN(T↓t2)(t2) ≤ x2, this in particular gives
the existence of a label M ∈ N such that

xN(T↓t2)(t2) ≤ xstep,x1

M (t1, t2) ≤ x2 (4.57)

is valid. We choose M to be the minimal label for which the inequalities above are
fulfilled. The next lemma gives us control on the value of M .

Lemma 4.5. Define φn :=
√
γ 1
20
(2n−1)1/6 and M̃ := γ2−n+1T − φnK(2−n+1T )2/3.

Then, it holds

P(M > M̃) ≥ 1− Ce−c(2n−1)1/2K (4.58)

for T sufficiently large and 0 < K = O(T ε) with ε ∈ (0, 1
12
) fixed. The constants

C, c > 0 can be chosen uniformly for all times T large enough, for all n ∈ {2, . . . , m}
and for γ in a closed subset of (0, 1).
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time

Z

T

t2

t

t1

xN(T↓τ)(τ)

x1

x2

x
step,x1

M(t2↓τ)
(t1, τ)

l(t) + unT
2/3

time

Z

T

t2

t

t1 x1

x2

l(t) + unT
2/3

Figure 5: To bound P(xN(T↓t)(t) > l(t) + unT
2/3, xN(T↓t1)(t1) ≤ x1, xN(T↓t2)(t2) ≤

x2), we compare xN(T↓τ)(τ) to xstep,x1

M(t2↓τ)(t1, τ) and apply the mid-time estimate to
the latter. Thereby, we can derive that the event in the figure to the right is very
unlikely.

The explicit choice of the parameter φn becomes clear in the proof of Proposi-
tion 4.6.

Proof. We observe {M > M̃} = {xstep,x1

M̃
(t1, t2) > x2} and

M̃
2−n+1T

= γ −O(T ε−1/12) (4.59)

by our assumptions on n and K and the choice of φn. By series expansion and since
xstep,x1

M̃
(t1, τ) has the same distribution as xstep

M̃
(τ − t1) + x1, we obtain

P(M > M̃) = P(xstep,x1

M̃
(t1, t2) > x2)

= P(xstep

M̃
(t2 − t1) > x2 − x1)

= P(xstep

M̃
(2−n+1T ) > (1− 2

√
γ)2−n+1T )

≥ P

(

xstep

M̃
(2−n+1T ) >

(

1− 2

√

M̃
2−n+1T

)

2−n+1T − 1√
γ
φnK(2−n+1T )2/3

)

.

(4.60)
By Lemma A.1, the latter probability is bounded from below by

1− Ce−c(2n−1)1/6K(2−n+1T )1/3 ≥ 1− Ce−c(2n−1)1/2K . (4.61)

Since we have 2−n+1T > T 1/2 for all n, the constants exist uniformly for all times
T large enough, n ∈ {2, . . . , m}, and γ in a closed subset of (0, 1).

With this last ingredient, we can derive the desired bound. Our key argument
is depicted in Figure 5.
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Proposition 4.6. For n ∈ {2, . . . , m} and k ∈ {1, . . . , 2n − 1} odd, it holds

P(Bn,k ∩An−1) ≤ Ce−cK(2n−1)1/6 (4.62)

for all times T large enough and 0 < K = O(T ε) with ε ∈ (0, 1
12
) fixed. The

constants C, c > 0 can be chosen to be uniform in T , n, k and for γ in a closed
subset of (0, 1).

Proof. By our choice of the label M , we have

P(Bn,k ∩An−1) ≤ P(xN(T↓t)(t) > l(t) + unT
2/3, xN(T↓t1)(t1) ≤ x1, xN(T↓t2)(t2) ≤ x2)

≤ P(xstep,x1

M(t2↓t)(t1, t) > l(t) + unT
2/3)

≤ P(xstep,x1

M̃(t2↓t)
(t1, t) > l(t) + unT

2/3) + P(M ≤ M̃)

≤ P(xstep

M̃(t2−t1↓ t2−t1
2

)
( t2−t1

2
) > l(t)− x1 + unT

2/3) + P(M ≤ M̃),

(4.63)
where the second inequality holds by Lemma 3.7 and for the forth inequality, we
use

xstep,x1

M̃(t2↓t)
(t1, t)

(d)
= xstep

M̃ (t2−t1↓ t2−t1
2

)
( t2−t1

2
) + x1 (4.64)

since t = t1+t2
2

. Furthermore, by Lemma 4.5, (4.63) is bounded from above by

P

(

xstep

M̃(2−n+1T↓2−nT )
(2−nT ) > (1− 2

√
γ)2−nT + K

10
(2n−1)1/6(2−n+1T )2/3

)

+ Ce−c(2n−1)1/2K

≤ P

(

xstep

M̃(2−n+1T↓2−nT )
(2−nT ) >

(

1− 2

√

M̃
2−n+1T

)

2−nT + K
20
(2n−1)1/6(2−n+1T )2/3

)

+ Ce−c(2n−1)1/2K

(4.65)
for all T large enough. The last inequality is due to series expansion and the choice
of φn in Lemma 4.5.

To bound the probability in the last term, we apply Theorem 4.4 with

T 7→ 2−n+1T, α 7→ γ − φnK(2−n+1T )−1/3, 3√
α
K 7→ K

20
(2n−1)1/6. (4.66)

Here, it is essential that we have K
20
(2n−1)1/6 = O(T δ) with δ ∈ (0, 1

6
), since this

implies
K
20
(2n−1)1/6 = O((2−n+1T )2δ) with 2δ < 1

3
(4.67)

for all n ∈ {2, . . . , m}. In particular, the constants C, c > 0 exist uniformly for all
T large enough, n ∈ {2, . . . , m}, and γ in a closed subset of (0, 1). We conclude

P(Bn,k ∩ An−1) ≤ Ce−cK(2n−1)1/6 + Ce−cK(2n−1)1/2 ≤ Ce−cK(2n−1)1/6 . (4.68)
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Corollary 4.7. Let ε ∈ (0, 1
12
) be fixed. Then, there exist constants C, c > 0 such

that for all times T large enough, it holds

m
∑

n=2

2n−1
∑

k=1

P(Bn,k ∩ An−1) ≤ Ce−cK (4.69)

for 1 ≤ K = O(T ε). The constants can be chosen uniformly for large T and for γ
in a closed subset of (0, 1).

Proof. As seen in the proof of Proposition 4.2, we have P(Bn,k ∩An−1) = 0 for even
k. Combining this with Proposition 4.6 yields

m
∑

n=2

2n−1
∑

k=1

P(Bn,k ∩An−1) ≤
m
∑

n=2

2nCe−cK(2n−1)1/6 ≤ Ce−cK (4.70)

for times T large enough, with uniform constants C, c > 0 for large T and for γ in
a closed subset of (0, 1). The second inequality is obtained by adjusting the con-
stants suitably, since an exponentially decreasing function dominates a polynomial
prefactor. Further, we apply the bound on the exponential integral proven in [29]
and use K ≥ 1.

4.3 Control of fluctuations to the left

Given Proposition 4.2, we can complete the proof of Proposition 4.1 with help of
the particle-hole duality in TASEP. This technique has for example been utilized
in [8, 12, 41].

Proof of Proposition 4.1. We recall

Cr = {(x, t) ∈ Z× [0, T ] | x ≤ (1− 2
√
γ)t+KT 2/3},

Cl = {(x, t) ∈ Z× [0, T ] | x ≥ (1− 2
√
γ)t−KT 2/3},

(4.71)

and define

ECr = {xN(T↓t)(t) ≤ (1− 2
√
γ)t+KT 2/3 for all 0 ≤ t ≤ T}. (4.72)

Then, Lemma 3.1 implies

P(xN (T ) = x̃r
N(T )|ECr) = 1 (4.73)

and Proposition 4.2 yields
P(ECr) ≥ 1− Ce−cK . (4.74)

It remains to accomplish a similar statement for x̃l
N(T ). For this, we compare

the particle positions in the TASEP with step initial condition, described by x(t),
to the positions of the holes. We denote the process formed by them by xh(t), and
we determine their labelling by setting xh

M(0) = M for M ∈ N. The process xh(t)
represents a TASEP with step initial condition shifted by 1 which is mirrored at
the origin, such that its particles (the holes) jump to the left.
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time (t)

Z−γT + 1 (1−
√
γ)2T − T 1/2

T

xh
M (t)xN (t) xh

M(T↓t)
(t)

(1− 2
√
γ)t

KT 2/3 +O(T 1/2)

Figure 6: Controlling the fluctuations of the backwards path of xh
M(T ) to the left,

we observe that with high probability xh
M(T ) is independent of the Poisson events

in the green region. Then, the same applies to xN(T ).

For all N, S ∈ N, it holds xN (T ) = S−N +1 = xN (0)+S if and only if at time
T , there are exactly S holes to the left of xN (T ). That is, we have

{xN (T ) = S −N + 1} = {xh
S(T ) < xN (T ) < xh

S+1(T )}. (4.75)

Suppose xh
M(T ) < xN (T ) is valid for some label M ∈ N. Then, xN (T ) is determined

by the positions {xh
k(T ), k ≥ M} of the holes to the right of xh

M(T ).
If xh

M (T ) is independent of a family of Poisson events in the underlying graph-
ical construction located in (Cl)c, then the same holds for {xh

k(T ), k ≥ M} and
consequently for xN (T ). We denote by x̃l,h(t) the process formed by the holes in
the process x̃l(t) and define

EM,Cl = {xh
M(T ) < xN(T )} ∩ {∀ 0 ≤ t ≤ T : xh

M(T↓t)(t) ≥ (1− 2
√
γ)t−KT 2/3}.

(4.76)
In x̃l,h(t), the holes in Cl evolve by the same Poisson events as those in xh(t), but
(Cl)c is completely filled by particles. Thus, combining the previous arguments with
Lemma 3.1, see also Remark 3.2, we obtain: if EM,Cl occurs, then x̃l,h

k (T ) = xh
k(T )

for all k ≥ M and thus also x̃l
N(T ) = xN (T ). This means that

P(xN(T ) = x̃l
N (T )|EM,Cl) = 1. (4.77)

Setting E = ECr ∩ EM,Cl and putting (4.73) and (4.77) together, we find

P(xN (T ) = x̃r
N(T ) = x̃l

N (T )|E) = 1. (4.78)

It remains to bound P(EM,Cl) from below. We choose the label M ∈ N such
that the event {xh

M(T ) < xN (T )} has a high probability, but the macroscopic
position of the backwards path xh

M(T↓t)(t) is still within an o(T 2/3)−neighbourhood

of the macroscopic position of the backwards path xN(T↓t)(t). Since N = γT with
γ ∈ (0, 1), we choose M = (1−√

γ)2T − T 1/2, see Figure 6.
Then, Lemma A.1 yields

P(xh
M(T ) < xN (T )) = P(xN(T ) ≥ M −N + 1) ≥ 1− Ce−cT 1/6

(4.79)
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for all T large enough.
Next, we want to apply Proposition 4.2 to the backwards path of the hole xh

M(T ).
Since it jumps to the left, Proposition 4.2 provides control of the fluctuations of
its backwards path to the left as well. As already mentioned, xh(t) evolves like a
TASEP with step initial condition mirrored at the origin. Specifically, for Mβ = βT
with β ∈ (0, 1), Proposition 4.2 implies

P

(

inf
t∈[0,T ]

{xh
Mβ(T↓t)(t) + (1− 2

√

β)t} < −KT 2/3
)

≤ Ce−cK (4.80)

for constants C, c > 0 that are uniform for all T large enough and for β in a closed
subset of (0, 1). In our case, we have β = (1 − √

γ)2 − T−1/2, which fulfils this
condition for all T large enough. By series expansion, we derive

(1− 2
√

β) = −(1− 2
√
γ) + 1

1−√
γ
T−1/2 +O(T−1) (4.81)

and therefore

P

(

inf
t∈[0,T ]

{xh
M(T↓t)(t)− (1− 2

√
γ)t} < −KT 2/3

)

≤ Ce−cK (4.82)

with uniform constants C, c > 0 for T large enough and γ in a closed subset of
(0, 1). This concludes the proof of Proposition 4.1.

5 Functional slow decorrelation

To prove our main result, we will need to apply the slow decorrelation phenomenon,
which essentially says that the fluctuations along characteristic lines (macroscopic
lines around which the backwards path fluctuates) are the same if one looks at times
that differ mesoscopically. Moreover, since the starting formula (2.1) contains the
full process, a finite-dimensional slow decorrelation result as in [16,20] is not enough.
We need to upgrade it to a functional slow decorrelation statement as first made
in [18], although unlike them, we use tightness directly without a comparison to
auxiliary processes.

In our case, we need to argue that what happens in a mesoscopic time at the
beginning of the evolution is not creating relevant fluctuations. For this reason,
we first show a slow decorrelation result for the following rescaled tagged particle
processes:

X̃ i
T (τ) =

xαT (t)− µ̃i(τ, T )

−c̃i1T
1/3

(5.1)

and

X̃ν,i
T (τ) =

yxi

αT− α
αi

T ν (T ν, t) +
(

1− 2
√

α
αi

)

T ν − µ̃i(τ, T )

−c̃i1T
1/3

, (5.2)

where xi = x α
αi

T ν(T ν) and t = αiT − c̃i2τT
2/3 with τ ∈ [−κ,κ], for some fixed κ > 0

and ν ∈ (0, 1). The process yxi(T ν , t) emerges from (3.14).
We obtain the result by combining pointwise slow decorrelation and tightness.
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Proposition 5.1. For i ∈ {0, 1} and all ε > 0, it holds

lim
T→∞

P(|X̃ν,i
T (τ)− X̃ i

T (τ)| ≥ ε for some τ ∈ [−κ,κ]) = 0. (5.3)

Proof. By (3.14), we know:

xαT (t) ≤ x α
αi

T ν (T ν) + yxi

αT− α
αi

T ν(T
ν , t). (5.4)

Further, the laws of large numbers of the respective particle positions match up to
o(T 1/3), since by series expansion we have

(

1− 2

√

αT− α
αi

T ν

t−T ν

)

(t− T ν)

=
(

1− 2
√

αT
t

)

t−
(

1−
√

αT
t
− α

αi

√

t
αT

)

T ν +O(T 2ν−5/3)

=
(

1− 2
√

αT
t

)

t−
(

1− 2
√

α
αi

)

T ν +O(T ν−2/3)

(5.5)

with T ν−2/3 = o(T 1/3). Thus, pointwise slow decorrelation can be obtained by the
usual method proposed in [16], see also [12,21,24]. By (A.4), for each fixed τ (recall
that then t = O(T )) we have

xαT (t)−
(

1−2

√

αT
t

)

t

−c̃i1T
1/3 ⇒ F2, (5.6)

y
xi
αT− α

αi
Tν (T

ν ,t)−

(

1−2

√

αT− α
αi

T ν

t−T ν

)

(t−T ν)

−c̃i1T
1/3 ⇒ F2, (5.7)

x α
αi

Tν (T ν)−
(

1−2
√ α

αi

)

T ν

−c̃i1T
ν/3 ⇒ F2 (5.8)

as T → ∞, where F2 denotes the GUE Tracy-Widom distribution function. By
(5.4) and (5.5), we obtain

xαT (t)−
(

1−2

√

αT
t

)

t

−c̃i1T
1/3 ≥

y
xi
αT− α

αi
Tν (T

ν ,t)−

(

1−2

√

αT− α
αi

T ν

t−T ν

)

(t−T ν)

−c̃i1T
1/3

+
x α
αi

Tν (T ν)−
(

1−2
√ α

αi

)

T ν

−c̃i1T
1/3 + o(1).

(5.9)

The second summand on the right hand side converges to 0 in probability since we
scale by T 1/3 instead of T ν/3. Hence, Slutzky’s theorem, see Theorem 13.18 of [38],
implies that both sides of the inequality converge weakly to the same limit. By
Lemma 4.1 of [5], their difference converges to 0 in probability. This yields the
pointwise slow decorrelation result: let t = αiT − c̃i2τT

2/3 with τ ∈ [−κ,κ] fixed.
Then, for each ε > 0

lim
T→∞

P

(
∣

∣

∣
xαT (t)− yxi

αT− α
αi

T ν (T
ν , t)−

(

1− 2
√

α
αi

)

T ν
∣

∣

∣
≥ εT 1/3

)

= 0. (5.10)
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From (5.10), we obtain convergence of (X̃ i
T (τ)− X̃ν,i

T (τ)) to 0 in the sense of finite-
dimensional distributions. By Lemma 2.2, (X̃ i

T (τ)) is tight. Since xi as well as T
ν

do not depend on τ , we have

(yxi

αT− α
αi

T ν (T
ν , t))

(d)
= (xstep

αT− α
αi

T ν(t− T ν)). (5.11)

Therefore, defining T̃ = T − 1
αi
T ν , we find

(X̃ν,i
T (τ))

(d)
=

(

xstep

αT̃
(αiT̃−c̃i2cT̃ τT̃ 2/3)−µ̃i(cT̃ τ,T̃ )

−c̃i1T̃
1/3 dT̃

)

(d)
= (X̃ i

T̃
(cT̃ τ)dT̃ ) (5.12)

with cT̃ = T 2/3T̃−2/3 → 1 and dT̃ = T̃ 1/3T−1/3 → 1 as T → ∞. In [8], it is shown
that (X̃ i

T (τ)) satisfies the conditions of Theorem 15.5 of [6]. Then, tightness of
the process is preserved under the modifications of multiplying τ as well as the
process itself by converging, deterministic sequences cT̃ , dT̃ . This yields tightness
of (X̃ν,i

T (τ)). If two processes fulfil the conditions of Theorem 15.5 of [6], then the
same holds true for their difference. Thus, (X̃ i

T (τ)− X̃ν,i
T (τ)) is tight and converges

to 0 in the sense of finite-dimensional distributions. By Theorem 15.1 of [6], this
gives weak convergence of (X̃ i

T (τ) − X̃ν,i
T (τ)) to 0 in the space of càdlàg functions

on [−κ,κ]. As the limit is continuous, we also have weak convergence with respect
to the uniform topology. This concludes the proof of Proposition 5.1.

Proposition 5.1 compares (X̃ i
T (τ)) to the rescaled tagged particle process

(X̃ν,i
T (τ)) which, in law, evolves in a TASEP with the usual step initial condition

(that is, with rightmost particle initially at zero) starting at time T ν . Still, com-
paring the processes for i ∈ {0, 1}, it is useful to take the shift by xi in the initial
condition into account again. This is due to the fact that yxi(T ν , t), i ∈ {0, 1} are
not coupled by basic coupling: when Px describes the jump attempts of x(t) at site
x ∈ Z, then it depicts the jump attempts of yxi(T ν , t) at site x−xi. For this reason,
we define

X̂ν,i
T (τ) =

xstep,xi

αT− α
αi

T ν (T ν , t)− µ̃i(τ, T )

−c̃i1T
1/3

(5.13)

and rephrase Proposition 5.1 as follows:

Corollary 5.2. For all ε > 0, it holds

lim
T→∞

P(|X̂ν,i
T (τ)− X̃ i

T (τ)| ≥ ε for some τ ∈ [−κ,κ], i ∈ {0, 1}) = 0. (5.14)

Proof. This is a direct consequence of Proposition 5.1 and the fact that the fluctu-
ations of xi are of order T ν/3 = o(T 1/3).

6 Proof of the main results

In determining the limit distribution of tagged particle fluctuations in TASEP with
step initial condition and wall constraint, the crucial difference between the cases
of one or several wall influences is that in the latter, asymptotic independence of
the suprema of the processes (X̃ i

T (τ))τ∈[−κ,κ], i ∈ {0, 1}, is needed.
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Proposition 6.1. For any κ > 0 and all s0, s1 ∈ R, it holds

lim
T→∞

P

(

sup
τ∈[−κ,κ]

{X̃ i
T (τ) + τ 2 − giT (τ)} ≤ si, i ∈ {0, 1}

)

=
∏

i∈{0,1}
lim
T→∞

P

(

sup
τ∈[−κ,κ]

{X̃ i
T (τ) + τ 2 − giT (τ)} ≤ si

)

.
(6.1)

Slow decorrelation tells us that the fluctuations happening at times smaller than
T ν are irrelevant for the asymptotic behaviour of xαT (t), see also [12]. In particular,
we can identify (X̃ i

T (τ)) with (X̂ν,i
T (τ)) and show asymptotic independence of the

particle positions
(

xstep,xi

αT− α
αi

T ν (T
ν , t)

)

t∈[til ,tir ]
, i ∈ {0, 1} (6.2)

instead, where til = αiT − c̃i2κT
2/3, tir = αiT + c̃i2κT

2/3. Here, it is essential to
choose ν ∈ (2

3
, 1).

The first step is to recall that for fixed i ∈ {0, 1},

(xstep,xi(T ν , t))
(d)
= (xstep(t− T ν) + xi), (6.3)

and to extend Proposition 4.1 from fixed times to the time intervals [til, t
i
r]. For this,

we define regions4

Cr
i =
{

(x, t) ∈ Z× [0,∞)
∣

∣

∣
x ≤

(

1− 2
√

α
αi

)

t+KT 2/3
}

,

Cl
i =
{

(x, t) ∈ Z× [0,∞)
∣

∣

∣
x ≥

(

1− 2
√

α
αi

)

t−KT 2/3
} (6.4)

and TASEPs x̃r,i(t), x̃l,i(t) analogously as in Proposition 4.1: the processes
xstep(t), x̃r,i(t), x̃l,i(t) have the same (step) initial condition and share their jump
attempts, except that x̃r,i(t) has density 0 in (Cr

i )
c and x̃l,i(t) has density 1 in (Cl

i)
c.

We set Ni = αT − α
αi
T ν.

Proposition 6.2. Fix ν ∈ (2
3
, 1) and ε ∈ (0, 1

12
). Then, there exists an event Ei

such that

P((xstep
Ni

(t− T ν))t∈[til ,tir ] = (x̃r,i
Ni
(t− T ν))t∈[til ,tir] = (x̃l,i

Ni
(t− T ν))t∈[til ,tir ]|Ei) = 1 (6.5)

and, for T large enough,
P(Ei) ≥ 1− Ce−cK , (6.6)

where K0 ≤ K = O(T ε) for some constant K0 = K0(κ) > 0. The constants
K0, C, c > 0 can be chosen uniformly for all times T large enough.

Proof. We write N = Ni, tl = til, tr = tir and define the events

Er =
{

∀s ∈ [0, t− T ν ], t ∈ [tl, tr] : xstep
N(t−T ν↓s)(s) ≤

(

1− 2
√

α
αi

)

s+KT 2/3
}

(6.7)

4For notational simplicity, we do not restrict the time intervals as in (4.1) because we consider
particles at different times here. However, it is still enough to construct the processes up to a
finite time (like T ), so we could replace ∞ by it in the definition of the regions.
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and

El =
{

∀s ∈ [0, t− T ν ], t ∈ [tl, tr] : xstep,h
Ml(t−T ν↓s)(s) ≥

(

1− 2
√

α
αi

)

s−KT 2/3
}

∩ {∀t ∈ [tl, tr] : xstep
N (t− T ν) > xstep,h

Ml
(t− T ν)},

(6.8)

with Ml ∈ N chosen below and xstep,h(t) denoting the process formed by the holes
in xstep(t). Almost surely, by Lemma 3.1 and Remark 3.2, Ei = Er ∩ El implies
xstep
N (t−T ν) = x̃r,i

N (t−T ν) = x̃l,i
N (t−T ν) for all t ∈ [tl, tr]. This follows by the same

arguments as in the proof of Proposition 4.1.
It remains to show P(Ec

i ) ≤ Ce−cK . Series expansion and the fact that
xstep
N(t1↓s)(s) ≤ xstep

N(t2↓s)(s) whenever t1 ≤ t2 yield

P(Ec
r) ≤ P

(

∃s ∈ [0, tr − T ν ] : xstep
N(tr−T ν↓s)(s) ≥

(

1− 2
√

α
αi

)

s+KT 2/3
)

≤ P

(

∃s ∈ [0, tr − T ν ] : xstep
N(tr−T ν↓s)(s) ≥

(

1− 2
√

N
tr−T ν

)

s+ (K − c̃κ)T 2/3
)

(6.9)
for some constant c̃ > 0 and T large enough. By Proposition 4.2, the last probability
can be bounded by Ce−cK for K large enough.

In El, we set

Ml =
(

1−
√

N
tl−T ν

)2

(tl − T ν)− T 1/2. (6.10)

Then, xstep
N (tl − T ν) > xstep,h

Ml
(tl − T ν) is equivalent to xstep

N (t− T ν) > xstep,h
Ml

(t− T ν)
for all t ∈ [tl, tr] since once a particle jumped over a hole, their paths will not cross
again. As in the proof of Proposition 4.1, Lemma A.1 yields

P(xstep
N (tl − T ν) < xstep,h

Ml
(tl − T ν)) ≤ Ce−cT 1/6

. (6.11)

By the same strategy as for (6.9), we deduce

P

(

∃s ∈ [0, t− T ν], t ∈ [tl, tr] : xstep,h
Ml(t−T ν↓s)(s) ≤

(

1− 2
√

α
αi

)

s−KT 2/3
)

≤ P

(

∃s ∈ [0, tr − T ν ] : xstep,h
Ml(tr−T ν↓s)(s) ≤

(

1− 2
√

α
αi

)

s−KT 2/3
)

≤ P

(

∃s ∈ [0, tr − T ν ] : xstep,h
Ml(tr−T ν↓s)(s) +

(

1− 2
√

Ml

tr−T ν

)

s ≤ −(K − c̃κ)T 2/3
)

(6.12)
for some constant c̃ > 0 and T large enough. As stated in the proof of Proposi-
tion 4.1, the last probability can be bounded by Ce−cK by Proposition 4.2, for K
large enough. Thus, P(Ec

l ) ≤ Ce−cK .

Clearly, the regions Cr
0 and Cl

1 are not disjoint. Still, considering (6.2), we need
to take the shift of the initial condition by xi into account.

For a better understanding of the overall picture, we illustrate in Figure 7 how
we would argue if we localized the backwards paths in TASEP with step initial
condition completely. Though in Section 4 and Proposition 6.2, we rather delimited
the regions that tagged particle positions depend upon, this is the implicit idea
behind our argumentation. Corollary 5.2 implies

xαT (t) ≃ xstep,xi

Ni
(T ν, t) + o(T 1/3) for all t ∈ [til, t

i
r], i ∈ {0, 1} (6.13)

36



time

Z

T
ν

α0T

α1T

x0 x1

xαT (α0T )

xαT (α1T )

Figure 7: This image shows (6.13) for t = α0T and t = α1T , under the assump-
tion that we localized the backwards paths starting at xstep,xi

Ni
(T ν , t) completely.

The evolution of xαT (t) corresponds to the black line and those of xstep,xi

Ni
(T ν , t)

correspond to the green respectively blue lines. Their backwards paths starting
at times αiT , depicted by the orange respectively red lines, are contained within

O(T 2/3)−neighbourhoods of
(

1 − 2
√

α
αi

)

t and do not meet with probability con-

verging to 1 because the distance of x0 and x1 is of order T ν ≫ T 2/3.

and the three processes are coupled by basic coupling. In particular, asymptotic
independence of (xαT (t), t ∈ [til, t

i
r]) for i ∈ {0, 1}, subject to T 1/3−scaling, could

be obtained from Lemma 3.1 by localizing the backwards paths starting at the
right hand side of (6.13) in disjoint regions with probability converging to 1. If
Proposition 6.2 localized backwards paths directly, this could be done by shifting
Cl
i ∩ Cr

i and estimating xi. Choosing KT 2/3 ≪ T ν , the resulting regions would be
disjoint indeed.

We return to rigorous arguments and derive asymptotic independence of (6.2)
from Proposition 6.2. For this, we define

Dr
i =
{

(x, t) ∈ Z× [T ν ,∞)
∣

∣

∣
x ≤

(

1− 2
√

α
αi

)

t + 2KT 2/3
}

,

Dl
i =
{

(x, t) ∈ Z× [T ν ,∞)
∣

∣

∣
x ≥

(

1− 2
√

α
αi

)

t− 2KT 2/3
}

.
(6.14)

Corollary 6.3. Fix ν ∈ (2
3
, 1) and ε ∈ (0, 1

12
) ∩ (0, ν − 2

3
). Then, there exists an

event Ei such that

P((xstep,xi

Ni
(T ν , t))t∈[til ,tir] = (x̃r,i

Ni
(T ν , t))t∈[til ,tir] = (x̃l,i

Ni
(T ν , t))t∈[til ,tir ] |Ei) = 1 (6.15)

and, for T large enough,
P(Ei) ≥ 1− Ce−cK , (6.16)

where K0 ≤ K = O(T ε) for some constant K0 = K0(κ) > 0. The constants
K0, C, c > 0 can be chosen uniformly for all times T large enough. The process
x̃r,i(T ν , t) has density 0 in (Dr

i )
c and the process x̃l,i(T ν , t) has density 1 in (Dl

i)
c.
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Proof. Given the Poisson events from the construction of x(t) (and xstep,xi(T ν , t)),
we define the process x̃r,i(T ν , t) by starting the process x̃r,i(t) at time T ν from the
step initial condition xstep,xi(T ν, T ν). Then, we have

(xstep,xi(T ν , t), x̃r,i(T ν , t))
(d)
= (xstep(t− T ν) + xi, x̃

r,i(t− T ν) + xi) (6.17)

jointly, and x̃r,i(T ν , t) has density 0 in the region

(F r
i )

c =
{

(x+ xi, t) ∈ Z× [T ν ,∞)
∣

∣

∣
x >

(

1− 2
√

α
αi

)

(t− T ν) +KT 2/3
}

. (6.18)

The existence of an event Ei with the desired properties follows from Proposition 6.2.
For

Bi =
{
∣

∣

∣
xi −

(

1− 2
√

α
αi

)

T ν
∣

∣

∣
≤ KT 2/3

}

(6.19)

(with xi = x α
αi

T ν(T ν)), Lemma A.1 yields

P(Bi) ≥ 1− Ce−cKT (2−ν)/3

. (6.20)

Thus, we can replace Ei by Ei ∩ Bi and, given this event, obtain

(Dr
i )

c ⊆ (F r
i )

c. (6.21)

For x̃l,i(T ν , t), the arguments are analogous.

Since the processes x̃r,i(T ν , t), x̃l,i(T ν , t) are coupled by basic coupling for
i ∈ {0, 1}, Corollary 6.3 yields the asymptotic independence we were looking for.

Corollary 6.4. In the setting of Corollary 6.3, it holds Dr
0 ∩ Dl

1 = ∅ for all T
large enough. In particular, for T large enough and given the event E0 ∩ E1, the
processes x̃r,0(T ν , t) and x̃l,1(T ν , t) are independent, and thus, (xstep,xi

Ni
(T ν, t))t∈[til ,tir ],

i ∈ {0, 1} are independent as well.

Proof. The definitions of Dr
0 and Dl

1 and the choice KT 2/3 ≪ T ν immediately imply
Dr

0 ∩Dl
1 = ∅ for T large enough. Since given E = E0 ∩E1, the processes x̃

r,0(T ν , t)
resp. x̃l,1(T ν , t) only depend on the randomness in Dr

0 resp. Dl
1, Corollary 6.3 yields,

for any measurable subsets Ai of D([t
i
l, t

i
r]), i ∈ {0, 1},

P((xstep,xi

Ni
(T ν , t))t∈[til ,tir ] ∈ Ai, i ∈ {0, 1}|E)

= P((x̃r,0
N0
(T ν, t))t∈[t0l ,t0r ] ∈ A0, (x̃

l,1
N1
(T ν , t))t∈[t1l ,t1r ] ∈ A1|E)

= P((xstep,x0

N0
(T ν , t))t∈[t0l ,t0r] ∈ A0|E) P((xstep,x1

N1
(T ν , t))t∈[t1l ,t1r] ∈ A1|E).

(6.22)

Choosing K = KT → ∞ as T → ∞ in Corollary 6.4, the particle positions (6.2)
are independent with probability converging to 1.

If we only imposed α1T ≥ α0T + T 2/3+σ as mentioned in Remark 2.4, then we
would need 1− σ + ε < ν in order to obtain Dr

0 ∩ Dl
1 = ∅.

By Corollary 5.2 and Corollary 6.4, we can now prove Proposition 6.1.
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Proof of Proposition 6.1. We fix an arbitrary ε > 0 and some ν ∈ (2
3
, 1). Further,

we choose a sequence KT → ∞ as T → ∞ such that KTT
2/3 = O(T σ) with

σ ∈ (2
3
, ν), σ − 2

3
< 1

12
and KT ≥ K0. Then, Corollary 6.3 yields

lim
T→∞

P(ET ) = 1, (6.23)

where we write ET for E0 ∩ E1 depending on KT . For

AT
ε := {|X̂ν,i

T (τ)− X̃ i
T (τ)| ≤ ε ∀τ ∈ [−κ,κ], i ∈ {0, 1}}, (6.24)

Corollary 5.2 gives us
lim
T→∞

P(AT
ε ) = 1. (6.25)

Defining f0(τ) = g0T (τ) − τ 2 + s0, f1(τ) = g1T (τ) − τ 2 + s1 for arbitrary s0, s1 ∈ R,
we obtain:

lim
T→∞

P(X̃0
T (τ) ≤ f0(τ), X̃

1
T (τ) ≤ f1(τ) ∀|τ | ≤ κ)

= lim
T→∞

P({X̃0
T (τ) ≤ f0(τ), X̃

1
T (τ) ≤ f1(τ) ∀|τ | ≤ κ} ∩ AT

ε )

≤ lim
T→∞

P({X̂ν,0
T (τ) ≤ f0(τ) + ε, X̂ν,1

T (τ) ≤ f1(τ) + ε ∀|τ | ≤ κ} ∩ AT
ε )

= lim
T→∞

P(X̂ν,0
T (τ) ≤ f0(τ) + ε, X̂ν,1

T (τ) ≤ f1(τ) + ε ∀|τ | ≤ κ|ET )

= lim
T→∞

∏

i∈{0,1}
P(X̂ν,i

T (τ) ≤ fi(τ) + ε ∀|τ | ≤ κ|ET )

≤ lim
T→∞

P(X̃0
T (τ) ≤ f0(τ) + 2ε ∀|τ | ≤ κ)P(X̃1

T (τ) ≤ f1(τ) + 2ε ∀|τ | ≤ κ).

(6.26)

In the second inequality we exploited slow decorrelation in order to replace (X̃ i
T (τ))

by (X̂ν,i
T (τ)), which is possible by adding ε to the right hand sides in the probability.

Afterwards, we used that Corollary 6.4 implies independence of the positions (6.2)
given the event ET . The last inequality follows by applying slow decorrelation again
to recover the original process (X̃ i

T (τ)). Analogously, we find

lim
T→∞

P(X̃0
T (τ) ≤ f0(τ), X̃

1
T (τ) ≤ f1(τ) ∀|τ | ≤ κ)

≥ lim
T→∞

P(X̃0
T (τ) ≤ f0(τ)− 2ε ∀|τ | ≤ κ)P(X̃1

T (τ) ≤ f1(τ)− 2ε ∀|τ | ≤ κ).
(6.27)

In the proof of Theorem 2.5, with help of Lemma 6.6, we see that the weak limit of

sup
τ∈[−κ,κ]

{X̃ i
T (τ) + τ 2 − giT (τ)} (6.28)

is a continuous random variable. Hence, we can take ε → 0 in the upper and lower
bounds above and obtain the claimed asymptotic independence.

With help of Proposition 6.1, we can finally prove our main convergence result.

Proof of Theorem 2.5. Fix some S ∈ R. Since we have ξ < (1− 2
√
α), Lemma A.1

gives
lim
T→∞

P(xαT (T ) > ξT − ST 1/3) = 1. (6.29)
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Thus, Proposition 2.1 implies

lim
T→∞

P(xf
αT (T ) ≥ ξT − ST 1/3)

= lim
T→∞

P(xαT (t) ≥ ξT − ST 1/3 − f(T − t) ∀t ∈ [0, T ]).
(6.30)

We can replace “>” by “≥” here since the asymptotic behaviour remains the same.
Given Assumption 2.3, Lemma 6.5 states that the only relevant time regions are
neighbourhoods of αiT, i ∈ {0, 1}. There, we consider the rescaled tagged particle
positions (X̃ i

T (τ)). For t = αiT − c̃i2τT
2/3, by Assumption 2.3 (b) we get

xαT (t) ≥ ξT − ST 1/3 − f(T − t) for all t ∈ [(αi − ε)T, (αi + ε)T ]

⇔ X̃ i
T (τ) + τ 2 − giT (τ) ≤ S(c̃i1)

−1 for all |τ | ≤ ε(c̃i2)
−1T 1/3.

(6.31)

Let [−κ,κ] be an interval with κ ≥ 1 fixed as T → ∞. Then, for T large enough
it holds

[−κ,κ] ⊆ [−ε(c̃02)
−1T 1/3, ε(c̃02)

−1T 1/3] ∩ [−ε(c̃12)
−1T 1/3, ε(c̃12)

−1T 1/3]. (6.32)

By Assumption 2.3 (b), the sequences (g0T ) and (g1T ) converge uniformly on [−κ,κ]
to g0 and g1 respectively. Moreover, we obtain weak convergence of (X̃ i

T (τ) + τ 2)
to (Ai

2(τ)) in the space of càdlàg functions on compact intervals from Lemma 2.2,
where Ai

2 denotes an Airy2 process. Therefore, on the interval [−κ,κ], Theorem 4.4
of [6] yields (X̃ i

T (τ)+τ 2, giT (τ)) ⇒ (Ai
2(τ), gi(τ)). In general, the pointwise addition

of functions in D([−κ,κ]) is not a continuous mapping [6, p. 123, Problem 3]. Still,
since the limits are independent and the Airy2 process has continuous sample paths,
addition indeed preserves convergence in this case [50, Section 4]. Therefore, by the
continuous mapping theorem, see Theorem 5.1 of [6], it holds

X̃ i
T (τ) + τ 2 − giT (τ) ⇒ Ai

2(τ)− gi(τ) (6.33)

in D([−κ,κ]). It further yields

sup
τ∈[−κ,κ]

{X̃ i
T (τ) + τ 2 − giT (τ)} ⇒ sup

τ∈[−κ,κ]

{Ai
2(τ)− gi(τ)}. (6.34)

Since gi satisfies the conditions in Lemma 6.6, we obtain

lim
T→∞

P

(

sup
τ∈[−κ,κ]

{X̃ i
T (τ) + τ 2 − giT (τ)} ≤ S(c̃i1)

−1
)

= P

(

sup
τ∈[−κ,κ]

{Ai
2(τ)− gi(τ)} ≤ S(c̃i1)

−1
) (6.35)

for all S ∈ R.
Next, we observe

lim
κ→∞

P

(

sup
τ∈[−κ,κ]

{Ai
2(τ)− gi(τ)} ≤ S(c̃i1)

−1
)

= P

(

sup
τ∈R

{Ai
2(τ)− gi(τ)} ≤ S(c̃i1)

−1
)

.

(6.36)

40



Indeed, the condition gi(τ) ≥ −M + τ2

2
for some constant M ∈ R and Proposi-

tion 2.13 (b) of [18], see also Proposition 4.4 of [17], imply

P

(

sup
τ 6∈[−κ,κ]

{Ai
2(τ)− gi(τ)} > S(c̃i1)

−1
)

≤ e−c( 1
2
κ2+S(c̃i1)

−1−M)3/2 (6.37)

for κ large enough, and the right hand side converges to 0 as κ → ∞. This yields
(6.36). For representations of the probabilities as Fredholm determinants, refer to
Theorem 1.19 and Equation (3.4) of [46] and Theorem 2 of [19].

Now, let

J := [0, T ]\([α0T−c̃02κT
2/3, α0T+c̃02κT

2/3]∪[α1T−c̃12κT
2/3, α1T+c̃12κT

2/3]) (6.38)

and define

Ei
T,κ := {X̃ i

T (τ) + τ 2 − giT (τ) ≤ S(c̃i1)
−1∀|τ | ≤ κ}, i ∈ {0, 1},

AT,κ := {xαT (t) ≥ ξT − ST 1/3 − f(T − t)∀t ∈ J}.
(6.39)

Then, it holds
(6.30) = lim

T→∞
P(E0

T,κ ∩ E1
T,κ ∩ AT,κ). (6.40)

Proposition 6.1, (6.35) and (6.36) yield

lim
κ→∞

lim
T→∞

P(E0
T,κ ∩ E1

T,κ)

= lim
κ→∞

lim
T→∞

P(E0
T,κ)P(E

1
T,κ)

= P

(

sup
τ∈R

{A0
2(τ)− g0(τ)} ≤ S(c̃01)

−1
)

P

(

sup
τ∈R

{A1
2(τ)− g1(τ)} ≤ S(c̃11)

−1
)

.

(6.41)

As the limit distribution above is a product measure, we can choose the
Airy2 processes A0

2,A1
2 to be independent, such that the joint distribution of

supτ∈R{A0
2(τ)− g0(τ)} and supτ∈R{A1

2(τ) − g1(τ)} takes this form. This is of no
direct significance for our result, but it is meant to emphasize the asymptotic inde-
pendence required to obtain the limit distribution.

In Lemma 6.5, we establish:

lim
κ→∞

lim
T→∞

P(AT,κ) = 1. (6.42)

Since (6.30) is independent of κ, (6.41) and (6.42) give

lim
T→∞

P(xf
αT (T ) ≥ ξT − ST 1/3)

= lim
κ→∞

lim
T→∞

P(E0
T,κ ∩ E1

T,κ ∩ AT,κ)

= P

(

sup
τ∈R

{A0
2(τ)− g0(τ)} ≤ S(c̃01)

−1
)

P

(

sup
τ∈R

{A1
2(τ)− g1(τ)} ≤ S(c̃11)

−1
)

.

(6.43)

Finally, we formulate the two auxiliary lemmata needed in the previous proof.
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Lemma 6.5. In the setting of the proof of Theorem 2.5, it holds

lim
κ→∞

lim
T→∞

P(AT,κ) = 1. (6.44)

Proof. As this convergence is obtained analogously in the case of one wall influence
in [8], we do not repeat the details here.

The idea is to split the interval J up into further subintervals. For the intervals
[0, αT ] and [αT, (α + δ)T ] with some small δ > 0, one utilizes Assumption 2.3 (a)
and the fact that it holds xαT (t) ≥ −αT for all times t ≥ 0. For the remaining times
outside of O(T 2/3+σ)−neighbourhoods of α0T and α1T , where σ ∈ (0, 1

6
), one can

argue by Assumption 2.3 (a) and (b) as well as Lemma A.1. Finally, inside of the
O(T 2/3+σ)−neighbourhoods, one utilizes Assumption 2.3 (b) and the comparison
to stationary TASEP by Proposition 3.15. We refer to Lemma 4.11, Lemma 4.12,
Lemma 4.13 and Lemma 4.14 of [8].

Lemma 6.6. Let A2 denote an Airy2 process and let I ⊆ R be a bounded interval.
If g is a càdlàg and piecewise continuous function satisfying g(τ) ≥ −M+ τ2

2
, τ ∈ R,

for some constant M ∈ R, then the random variable

sup
τ∈I

{A2(τ)− g(τ)} (6.45)

is continuous.

Proof. For g being continuous, this result has been proven in [18], refer to the
equations (103), (104) and Remark 2. There, one can pass from compact intervals
I to compactly contained ones since g is continuous and the Airy2 process has
continuous sample paths. We want to point out that supτ∈I{A2(τ)− g(τ)} is finite
almost surely as the same already holds for supτ∈I{A2(τ)}: for each M > 0 and
n ∈ N, we have

P

(

sup
τ∈[−n,n]

{A2(τ)} ≤ M
)

≥ P

(

sup
τ∈R

{A2(τ)− τ 2} ≤ M − n2
)

= F1(2
2/3(M − n2)),

(6.46)
and the latter converges to 1 as M → ∞.

For g being piecewise continuous, we decompose I into finitely many intervals
Ij , j ∈ {1, . . . , n}, on which g is continuous. Then, the result is obtained by induc-
tion over n. For the induction step, observe that for example,

P

(

sup
τ∈I

{A2(τ)− g(τ)} ≤ s+ δ
)

− P

(

sup
τ∈I

{A2(τ)− g(τ)} ≤ s
)

≤P

(

sup
j∈{1,...,n−1}

sup
τ∈Ij

{A2(τ)− g(τ)} ≤ s+ δ
)

− P

(

sup
j∈{1,...,n−1}

sup
τ∈Ij

{A2(τ)− g(τ)} ≤ s
)

+ P

(

sup
τ∈In

{A2(τ)− g(τ)} ≤ s+ δ
)

− P

(

sup
τ∈In

{A2(τ)− g(τ)} ≤ s
)

.

(6.47)
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A Estimates for TASEP with step initial condi-

tion and stationary TASEP

Below, we shortly list some results pertaining to the distributions of tagged particle
positions in TASEP with step initial condition and stationary TASEP.

Lemma A.1 (Lemma A.2 of [8]). Let x(t) be a TASEP with step initial condition
and α ∈ (0, 1). Then, it holds

lim
T→∞

P(xαT (T ) ≥ (1− 2
√
α)T − sc1(α)T

1/3) = F2(s), (A.1)

where we define c1(α) =
(1−√

α)2/3

α1/6 .
In addition, the following estimates on the lower and the upper tail can be de-

rived: uniformly for all large times T and for α in a closed subset of (0, 1), there
exist constants C, c > 0 such that for all T large enough, it holds

P(xαT (T ) ≤ (1− 2
√
α)T − sc1(α)T

1/3) ≤ Ce−cs for s > 0 (A.2)

and

P(xαT (T ) ≥ (1− 2
√
α)T + sc1(α)T

1/3) ≤ Ce−cs3/2 for 0 < s = o(T 2/3). (A.3)

Considering the proof of (A.1), that is Theorem 1.6 of [34], we notice that (A.1)
still holds true when α is replaced by a converging sequence αT → α: then,

lim
T→∞

P(xαT T (T ) ≥ (1− 2
√
αT )T − sc1(α)T

1/3) = F2(s). (A.4)

The next result provides information on the location of backwards paths at time 0.

Lemma A.2 (Lemma 2.4 of [8]). Let x(t) be a TASEP with step initial condition,
N = αT with α ∈ (0, 1) and t = T −κT 2/3 with κ in a bounded subset of R. Then,
there exist constants C, c > 0, uniformly for α in a closed subset of (0, 1) and for
all sufficiently large times T , such that

P(|xN(t↓0)(0)| ≥ K1T
1/3) ≤ Ce−cK1 for all K1 > 0 and for T large enough. (A.5)

Apart from TASEP with step initial condition, we also require some knowledge
about the stationary TASEP.

Lemma A.3 (Lemma A.3 of [8]). Let xρ(t) denote a stationary TASEP with density
ρ ∈ (0, 1) and set N = ρ2T − 2wρχ1/3T 2/3 with χ = ρ(1− ρ). Then, it holds

lim
T→∞

P(xρ
N (T ) ≥ (1− 2ρ)T + 2wχ1/3T 2/3 − (1− ρ)χ−1sT 1/3) = FBR,w(s), (A.6)

where FBR,w denotes the Baik-Rains distribution function with parameter w ∈ R.
In addition, uniformly for all sufficiently large times T and for ρ in a closed subset
of (0, 1), there exist constants C, c > 0 such that for T large enough, it holds

P(xρ
N(T ) ≤ (1− 2ρ)T + 2wχ1/3T 2/3 − (1− ρ)χ−1sT 1/3) ≤ Ce−cs (A.7)

for s > 0 and

P(xρ
N (T ) ≥ (1− 2ρ)T + 2wχ1/3T 2/3 + (1− ρ)χ−1sT 1/3) ≤ Ce−cs3/2 (A.8)

for 0 < s = o(T 2/3).
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Lastly, we need to understand the asymptotic behaviour of the increment
xρ
N (T )− xρ

N(T↓0)(0):

Lemma A.4 (Lemma 2.5 of [8]). Let xρ(t) denote a stationary TASEP with density
ρ ∈ (0, 1). Then, uniformly in T and for ρ in a closed subset of (0, 1), there exist
constants C, c > 0 such that for all K > 0 and any N ∈ Z, it holds

P(|xρ
N(T )− xρ

N(T↓0)(0)− (1− 2ρ)T | ≥ KT 2/3) ≤ Ce−cK (A.9)

for all T large enough.

Remark A.5. In order to obtain Proposition 3.15 and Proposition 3.16 as stated,
we observe that the following extensions of the previous estimates are admissible:

• The bound in Lemma A.2 also holds for K1 = o(T 1/3), and with uniform
constants for all K1 = O(T σ) with σ ∈ (0, 1

3
). Indeed, one can also allow

κ = O(T σ).

• The estimates (A.7) and (A.8) in Lemma A.3 also hold with uniform constants
for w = o(T 1/3) if we impose the additional constraint s ≥ s̃ with s̃ ≫ w2 as
T → ∞. We refer to Remark 3.11 of [30].

• In Lemma A.4, we can also allow K = o(T 1/3). To obtain uniform constants
for different values of K, we demand K = O(T σ) with σ ∈ (0, 1

3
).
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[48] T. Seppäläinen, Coupling the totally asymmetric simple exclusion process with
a moving interface, Markov Proc. Rel. Fields 4 no.4 (1998), 593–628.

[49] F. Spitzer, Interaction of Markov processes, Adv. Math. 5 (1970), 246–290.

[50] W. Whitt, Some useful functions for functional limit theorems, Math. Oper.
Res. 5 (1980), 67–85.

47


	Introduction
	Model and main results
	Backwards paths and couplings
	Finite time results
	Asymptotic results

	Localization results
	Control of fluctuations to the right
	Mid-time estimate and its application
	Control of fluctuations to the left

	Functional slow decorrelation
	Proof of the main results
	Estimates for TASEP with step initial condition and stationary TASEP

