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Abstract

We consider the totally asymmetric simple exclusion process
(TASEP) starting with a shock discontinuity at the origin, with
asymptotic densities λ to the left of the origin and ρ to the right
of it and λ < ρ. We find an exact identity for the distribution of a
second class particle starting at the origin. Then we determine the
limiting joint distributions of the second class particle. Bypassing the
last passage percolation model, we work directly in TASEP, allowing
us to extend previous one-point distribution results via a more direct
and shorter ansatz.

1 Introduction

The totally asymmetric simple exclusion process (TASEP) on Z is one of
the simplest non-reversible interacting stochastic particle system. The occu-
pation variables of the TASEP at time t are denoted by ηt(x) with x ∈ Z,
where ηt(x) = 1 means site x is occupied and ηt(x) = 0 means site x is empty
(at time t). The TASEP dynamics is simple: particles jump one step to the
right and are allowed to do so only if their right neighboring site is empty.
Jumps are independent of each other and all have rate 1.

More precisely, denoting by η ∈ Ω = {0, 1}Z a configuration, the infinites-
imal generator of TASEP is given by the closure of the operator L given by

Lf(η) =
∑

x∈Z
η(x)(1− η(x+ 1))(f(ηx,x+1)− f(η)), (1.1)
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where f is a cylinder function (depending on finitely many occupation vari-
ables) and ηx,x+1 denotes the configuration obtained from η by exchanging
the occupation variables at x and x + 1. For the general theory and well-
definiteness of the semigroup generated by L, see e.g. [1].

Under hydrodynamic scaling, the particle density ̺ is well known to evolve
according to the Burgers equation (see e.g. [2] for a much more general result)

∂t̺+ ∂x̺(1− ̺) = 0. (1.2)

In particular, for the initial condition ̺(x, 0) = λ1x≤0 + ρ1x>0, with λ < ρ,
the unique entropy solution of (1.2) (see e.g. Theorem 4 of in §3.4.4 of [3] for
entropy solutions) is

̺(x, t) = λ1(−∞,(1−λ−ρ)t](x) + ρ1((1−λ−ρ)t,+∞)(x). (1.3)

Thus the discontinuity at the origin, also known as shock discontinuity or
shortly shock, is preserved and it moves with speed vs = 1− λ− ρ.

In this paper we study the evolution of a second class particle which
started at the origin and determine its limiting process. The second class
particle can be seen as the discrepancy between two TASEP configurations
η and η̃, where at time 0, η0(x) = η̃0(x) for all x 6= 0 and η0(0) = 0 while
η̃0(0) = 1. Under basic coupling the configurations ηt and η̃t differ exactly
in one site (see e.g. [4]), which is the position of the second class particle,
denoted by X2nd(t). Second class particle are very useful in presence of shock
discontinuities since they are attracted by them so that the position of the
shock can be identified by the position of the second class particle, see [4],
Chapter 3.

The case of Bernoulli-Bernoulli initial condition, namely where each site
is initially occupied independently with probability λ for sites in Z− and ρ
for sites in Z+, has been extensively studied long time ago. First it was
shown that the fluctuations of X2nd(t) with respect to macroscopic position
(1−λ−ρ)t are in the t1/2 scale [5], while in [6] it is proven that the fluctuations
are Gaussian and the limit process is a Brownian motion, see also [7, 8] for
related results. The reason for the Brownian behavior lies in the fact that
X2nd(t) can be directly related to the random initial data, see Theorem 1.1
in [6].

For shocks with non-random initial conditions the situation is different,
since in this case the typical KPZ fluctuations coming from the dynamics
are relevant (unlike the previous case). In [9] we have proven that for initial
conditions with non-random densities λ < ρ, the fluctuations of the second
class particle starting from the origin is in the t1/3 scale and its distribution
is given by the difference of two independent random variable with (rescaled)
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GOE Tracy-Widom distributions. A similar structure was previously shown
for the fluctuation of a related quantity, the competition interface in the
last passage percolation (LPP) model, see [10, 11] for non-random initial
conditions and [12] for the Bernoulli case. The structure of independence at
shocks was studied in [13] and for multishocks in [14]. This arises also as limit
of the soft shock process introduced in [15], see [16]. More recently using a
symmetry theorem in multi-colored TASEP [17], identities for the one-point
distribution of a second class particle were derived for some class of initial
conditions (essentially finite perturbations of the step initial conditions) and
their asymptotic fluctuations analyzed in various scaling [18]. For a certain
shock, KPZ fluctuations of the second class particle in ASEP have been
obtained in [19].

The results of this paper are as follows. First of all we extend the result
of [9] to the convergence of joint distributions. Secondly we do it without
using the mapping to LPP and the competition interface therein. In partic-
ular we do not have to deal with a random time change of the competition
interface as in [9]. We thus provide a direct understanding of the second class
particle at the shock. To do so, we obtain in Theorem 2.1 an explicit expres-
sion for the distribution function of the second class particle in terms of the
distribution of two height functions associated with TASEP configurations.
Using this theorem as starting point, we are able to derive the asymptotic
second class particle process in a relatively short way. In Theorem 3.2 we
derive a general result based on some assumptions. As illustration we present
the case of a shock created by deterministic initial data (see (3.9)) between
density λ and density ρ, λ < ρ: Setting

H−(u) = χ
2/3
− 24/3A1(χ

−1/3
− 2−5/3u), H+(u) = χ

2/3
+ 24/3Ã1(χ

−1/3
+ 2−5/3u),

(1.4)

with A1 and Ã1 two independent Airy1 processes [20, 21], χ− = λ(1 − λ),
χ+ = ρ(1− ρ), we show in Corollary 3.3

lim
t→∞

X2nd(t + τt2/3)− vs(t+ τt2/3)

t1/3
=

H−((λ− ρ)τ)−H+((ρ− λ)τ)

2(ρ− λ)
(1.5)

in the sense of finite-dimensional distribution (recall vs = 1 − λ − ρ is the
speed of the shock). Thus the second class particle process is asymptotically
distributed as the difference of two independent Airy1 processes.

The rest of the paper is organized as follows. In Section 2 we derive the
finite-time result, Theorem 2.1. In Section 3 we prove the asymptotic result,
Theorem 3.2 and apply it to the special case exactly constant densities in
Corollary 3.14. In Appendix A we give the outline on how to derive the
limit to the Airy1 process for densities different from 1/2, using the method
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of the KPZ fixed point introduced in [22]. This is a well expected result,
but for general densities it is not available in the literature, except for the
one-point distribution case [23]. Appendix B contains some known results
on step initial conditions, which are used as input.

2 Distribution of the second class particle

In this section we introduce the model and derive the first main theorem,
namely a new identity on the distribution of the second class particle in
terms of two height functions.

2.1 The model

We consider the totally asymmetric simple exclusion process (TASEP) on Z

with initial condition generating a shock at the origin and one second class
particle starting at the origin. We determine the limiting process of the
second class particle.

Particles in TASEP have jump rate one and they jump to their neigh-
boring right site, conditioned on being free. One can graphically construct
TASEP via i.i.d. Poisson processes P(x), x ∈ Z, of rate one: if there is a
particle at x and no particle at x + 1 when P(x) has a jump, the particle
at x jumps to x+ 1. The basic coupling couples TASEPs with different ini-
tial configurations together by making them use the same Poisson processes
P(x), x ∈ Z. For a TASEP η, we denote by ηt(x) ∈ {0, 1} the occupation
variable at time t ∈ R+ and site x ∈ Z and by η0 the initial configuration.
We associate a height function by setting

h(0, 0) = 0, h(x+ 1, t)− h(x, t) = 1− 2ηt(x). (2.1)

If we have a local minimum at x, that is, if h(x, t)−h(x− 1, t) = −1 and
h(x + 1, t) − h(x, t) = 1, then we have ηt(x − 1) = 1 and ηt(x) = 0. When
particle at site x−1 jumps to site x, the local minimum at x becomes a local
maximum. Thus a Poisson event (a jump trial) at site x− 1 will attempt to
increase the height function at site x by 2.

Notation: if we have a height function h∗ for some symbol ∗, then the
corresponding particle configuration is denoted by η∗.

A second class particle can be seen as a discrepancy between two particle
configurations: consider η and η̃ two configurations where η(x) = η̃(x) for all
x ∈ Z \ {x0} and η(x0) = 0, η̃(x0) = 1. Then we say that we have a second
class particle at site x0. We couple TASEP with different initial configuration
by the basic coupling, that it, we use the same Poisson events for the jump
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trials. In particular, if we start with a single discrepancy, then for all times
there will be a single discrepancy, which we denote by X2nd(t) and call it the
position of the second class particle associated with the configurations ηt and
η̃t. We have

X2nd(t) =
∑

x∈Z
x1ηt(x)6=η̃t(x). (2.2)

Now consider two initial configurations η0 and η̃0 with a discrepancy at 0
(i.e., η0(0) = 0 and η̃0(0) = 1), i.e., we have a second class particle starting
at the origin: X2nd(0) = 0. Then we have the relation

h̃(x, t) = h(x, t), for all x ≤ X2nd(t),

h̃(x, t) = h(x, t)− 2, for all x > X2nd(t).
(2.3)

Define the configurations

η−0 (x) = η0(x)1x<0 + 01x≥0,

η+0 (x) = η0(x)1x≥0 + 11x<0,

η̃+0 (x) = η̃0(x)1x≥0 + 11x<0.

(2.4)

In particular, note that η−0 (x) ≤ η̃+0 (x) for all x ∈ Z and by basic coupling
this holds for any time t, namely

η−t (x) ≤ η̃+t (x) for all x ∈ Z. (2.5)

In terms of height function we have, see Figure 1,

h−(x, 0) = h(x, 0)1x<0 + |x|1x≥0,

h+(x, 0) = h(x, 0)1x≥0 + |x|1x<0,

h̃+(x, 0) = h̃(x, 0)1x≥0 + |x|1x<0 = (h(x, 0)− 2)1x≥1 + |x|1x≤0.

(2.6)

It is well known that

h(x, t) = min{h−(x, t), h+(x, t)}, h̃(x, t) = min{h−(x, t), h̃+(x, t)}. (2.7)

2.2 Distribution of the second class particle

By definition of the second class particle, we have

{X2nd(t) = x} = {h(x, t) = h̃(x, t), h(x+ 1, t) > h̃(x+ 1, t)}. (2.8)

Our first result is an expression of the distribution of the second class particle
in terms of the height function h− and h̃+ only.
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h̃+(·, 0)
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Figure 1: The initial height function h(x, 0) is the dashed thick line, which
matches with h−(x, 0) for x < 0 and with h+(x, 0) for x > 0. The second
class particle starts at x = 0. The small vertical shifts are just for making
the illustration clearer and avoid overlapping height functions with different
initial conditions.

Theorem 2.1. With the above notations, for 0 ≤ t1 < t2 < . . . < tm and
x1, . . . , xn ∈ Z, we have the identity

P(X2nd(ti) ≥ xi, 1 ≤ i ≤ m) = P(h−(xi, ti) ≤ h̃+(xi, ti), 1 ≤ i ≤ m). (2.9)

Proof. We prove that for any x ∈ Z and any t ≥ 0, {X2nd(t) ≥ x} =
{h−(x, t) ≤ h̃+(x, t)} under the basic coupling. For this we prove the inclu-
sions in both directions.

(a) Assume that h−(x, t) ≤ h̃+(x, t), then also h−(x, t) ≤ h+(x, t) and by
(2.7) h(x, t) = h−(x, t) = h̃(x, t), which implies by (2.3) that X2nd(t) ≥ x.

(b) Let Y (t) be as in Proposition 2.3. Using Propositions 2.3, 2.4, and 2.2
below, we conclude

{X2nd(t) ≥ x} =
⋃

z≥x

{Y (t) = z} ⊆
⋃

z≥x

{h−(z, t) = h̃+(z, t)}

⊆
⋃

z≥x

⋂

y≤z

{h−(y, t) ≤ h̃+(y, t)} ⊆ {h−(x, t) ≤ h̃+(x, t)}.
(2.10)
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Proposition 2.2. Let x ∈ Z. We have for all t ≥ 0

{h−(x, t) = h̃+(x, t)} ⊆
⋂

y≤x

{h−(y, t) ≤ h̃+(y, t)}. (2.11)

Proof. We prove by contraposition. Assume there is a y ≤ x such that
h−(y, t) > h̃+(y, t). Take the largest such y. If y = x, clearly h−(x, t) 6=
h̃+(x, t). If not, we must have h−(y + 1, t) = h̃+(y + 1, t). This however can
only happen if η−t (y) = 1, η̃+t (y) = 0, which is impossible since η−t ≤ η̃+t
coordinate wise, see (2.5).

Since η−0 ≤ η̃+0 coordinate wise, we can define a TASEP with first class
particles at positions {x : η−0 (x) = 1} and second class particles at positions
{x : η̃+0 (x) − η−0 (x) = 1}. Note that by (2.4) there is initially a second class
particle at position 0. We call Y (t) the position of this second class particle
at time t. As the next proposition shows, Y is just X2nd in disguise, but Y
will be useful to prove Theorem 2.1.

Proposition 2.3. Under the basic coupling, we have

(Y (t), t ≥ 0) = (X2nd(t), t ≥ 0). (2.12)

Proof. Note that the evolution of X2nd (in fact, of any second class particle
in TASEP) does not change if some first class particles initially to the right
of X2nd are turned into second class particles, as X2nd gets blocked by both
types of particles. Likewise, the evolution of X2nd does not change if new
second class particles are added to its left.

In our case, the initial particle configuration from which Y starts is ob-
tained from the initial configuration from which X2nd starts by turning all
particles {x > 0 : η(x) = 1}, i.e., all particles to the right of X2nd(0),
into second class particles, and by adding second class particles at positions
{x < 0 : η(x) = 0}. By the preceding argument, this does not affect the
evolution of X2nd and thus the evolution of X2nd and Y are identical.

Proposition 2.4. We have

h−(Y (t), t) = h̃+(Y (t), t), (2.13)

h−(Y (t) + 1, t) = h̃+(Y (t) + 1, t) + 2. (2.14)

Proof. The statement is true by definition for t = 0 since Y (0) = 0 and
η̃+(0) = 1 > η−(0) = 0.

Let τ be a jump time of Y , and assume (2.13), (2.14) hold at τ− (in-
finitesimal time before τ), see Figure 2. We first consider the case that it
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+
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Y (τ−) Y (τ) Y (τ−)Y (τ)

h−(·, τ−) = h−(·, τ)

h̃+(·, τ−)

h̃+(·, τ)

h̃+(·, τ−) = h̃+(·, τ)

h−(·, τ−)

h−(·, τ)

Figure 2: Illustration of the configurations and height function. A clock rings
at position Y (τ−) at time τ . (Left): the second class particle jumps to the
right; (Right): the second class particle jumps to the left.

jumps to the right: Y (τ) = Y (τ−) + 1. Then h−(·, τ) = h−(·, τ−) and

h̃+(Y (τ), τ) = h̃+(Y (τ), τ−) + 2 = h̃+(Y (τ−) + 1, τ−) + 2

= h−(Y (τ−) + 1, τ−) = h−(Y (τ), τ),
(2.15)

so that (2.13) still holds at time τ . Since η−τ (Y (τ)) = 0 and η̃+τ (Y (τ)) = 1
we get

h−(Y (τ) + 1, τ) = h−(Y (τ), τ) + 1

= h̃+(Y (τ), τ) + 1 = h̃+(Y (τ) + 1, τ) + 2,
(2.16)

showing (2.14) at time τ .
Let now Y jump to the left at time τ . This implies

h̃+(·, τ) = h̃+(·, τ−),
h−(Y (τ−), τ) = h−(Y (τ−), τ−) + 2.

(2.17)

By assumption, we have

h̃+(Y (τ−), τ−) = h−(Y (τ−), τ−). (2.18)

This shows h−(Y (τ−), τ) = h̃+(Y (τ−), τ) + 2. Since Y (τ) + 1 = Y (τ−),
(2.14) holds at time τ . To show (2.13), note that since (2.13) holds at τ−,
by Proposition 2.2 we have

h−(Y (τ), τ) = h−(Y (τ), τ−) ≤ h̃+(Y (τ), τ−) = h̃+(Y (τ), τ) (2.19)

Now for arbitrary x, t, the conditions h−(x, t) ≤ h̃+(x, t) and at the same
time h−(x+ 1, t) = h̃+(x+ 1, t) + 2 imply h−(x, t) = h̃+(x, t). Applying this
with x = Y (τ) and t = τ shows (2.13) at time τ .
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3 Asymptotic results

We briefly review some material from [18], Section 4. It is shown there (and
was known before) that, under the aforementioned basic coupling of using
the same Poisson processes, for any time τ ∈ [0, t] we have the identity

h(x, t) = min
y∈Z

{h(y, τ) + hstep
y,τ (x, t)}, (3.1)

where hstep
y,τ (x, t) is the height function starting at time τ from hstep

y,τ (x, τ) =
|x − y| (this is the height function of the step initial data 1Z≤y

modulo a
shift). The identity (3.1) allows us to define (not necessarily unique) back-
ward geodesics, which go back in time from time point t to time 0.

Definition 3.1. Any backwards trajectory {x(τ), τ : t → 0} with x(t) = x
and satisfying

h(x, t) = h(x(τ), τ) + hstep
x(τ),τ (x, t) (3.2)

for all times τ ∈ [0, t] is called a backwards geodesics.

3.1 Large time results

Let us consider a generic initial condition h(x, 0) (it could be even random)
satisfying the following three assumptions:

(a) Initial macroscopic shock around the origin: assume that for some 0 <
λ < ρ < 1,

lim
x→−∞

x−1h(x, 0) = 1− 2λ, lim
x→∞

x−1h(x, 0) = 1− 2ρ. (3.3)

(b) Control of the end-point of the backwards geodesics starting at vst with
vs = 1 − λ − ρ: let x+ (resp. x−) any backwards geodesics starting
at (vst, t) with initial profile h̃+(·, 0) (resp. h−(·, 0)). Then assume for
some δ > 0, we have

lim
t→∞

P(x−(0) ≤ −δt,x+(0) ≥ δt) = 1. (3.4)

(c) Limit process under KPZ scaling of h̃+, h− with constant law along
characteristics. Let ν̃ < 1 and |θ| ≤ tν̃ . There exist limiting processes
H−(u) and H+(u) whose distribution is continuous in u, such that

lim
t→∞

h−(vst+ ut2/3 + (1− 2λ)θ, t+ θ)− h−(u, θ, t)

−t1/3
= H−(u),

lim
t→∞

h̃+(vst+ ut2/3 + (1− 2ρ)t, t+ θ)− h+(u, θ, t)

−t1/3
= H+(u),

(3.5)
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where

h−(u, θ, t) = (1− λ− ρ+ 2λρ)t+ (1− 2λ)ut2/3 + (1− 2λ(1− λ))θ,

h+(u, θ, t) = (1− λ− ρ+ 2λρ)t+ (1− 2ρ)ut2/3 + (1− 2ρ(1− ρ))θ
(3.6)

are what we expect macroscopically from the solution of the Burgers
equation. Below we will use the notations

µs = 1− λ− ρ+ 2λρ, χ− = λ(1− λ), χ+ = ρ(1− ρ). (3.7)

Theorem 3.2. Let τk, sk ∈ R, k = 1, . . . , m. Under the above assumptions,
with X2nd(t) denoting the position of the second class particle at time t start-
ing from the origin, we have

lim
t→∞

P

(
m⋂

k=1

{
X2nd(t + τkt

2/3) ≥ vs(t+ τkt
2/3) + skt

1/3
})

= P

(
m⋂

k=1

{H−((λ− ρ)τk)−H+((ρ− λ)τk) ≥ 2(ρ− λ)sk}
)
,

(3.8)

where the processes H+ and H− are independent.

Let us illustrate Theorem 3.2 in a concrete example. It is sometimes useful
to describe a TASEP configuration in terms of the position of its labelled
particles (see Appendix A). We denote by Xt(n) the position of particle n at
time t and use the right-to-left convention, namely Xt(n+1) < Xt(n) for all
n and t. The initial condition with non-random densities λ (resp. ρ) to the
left (resp. right) of the origin can be then described by the initial condition

X0(n) =

{
−⌊n/λ⌋, n ≥ 1,
−⌊n/ρ⌋, n ≤ 0.

(3.9)

Corollary 3.3. Let X2nd(t) denote the position of the second class particle
at time t starting from the origin with initial condition (3.9). Then we have

lim
t→∞

P

(
m⋂

k=1

{
X2nd(t+ τkt

2/3) ≥ vs(t + τkt
2/3) + skt

1/3
})

= P

(
m⋂

k=1

{H−((λ− ρ)τk)−H+((ρ− λ)τk) ≥ 2(ρ− λ)sk}
)
,

(3.10)

where

H+(u) = χ
2/3
+ 24/3Ã1(χ

−1/3
+ 2−5/3u), H−(u) = χ

2/3
− 24/3A1(χ

−1/3
− 2−5/3u)

(3.11)
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are independent rescaled Airy1 processes (see [20,21] for the definition of the
Airy1 process and Appendix A for how the it appears as a scaling limit of
TASEP for generic particle density in (0, 1)).

Theorem 3.2 is proven starting with Theorem 2.1 and taking the large
time limit. To get independence of the processes H− and H+ the two key
ingredients are slow decorrelation and localization of backwards paths that
we discuss below. After that we will complete the proof of Theorem 3.2 and
Corollary 3.14.

Remark 3.4. Theorem 3.2 is proven under the scaling assumption (3.5),
with 1/3 exponent for the fluctuations. One could also consider Bernoulli-λ
initial conditions to the left and Bernoulli-ρ to the right of the origin. In that
case, fluctuations are dominated by the ones of the initial condition around
the start of the characteristic lines, so the fluctuation exponents will be 1/2
and the limit processes Brownian motions. Thus one would expect that the
limit process is a difference of two independent Brownian motions. As this
was proven already in 1994 in [6] with other methods, we do not purse this
here.

3.2 Backwards paths

In [18] an explicit construction of backwards paths having the property (3.2)
was given, which we simplify here1.

Definition 3.5. We construct a backwards path {x(s), s : t → 0} starting
from x(t) = x as follows. Let s be the time of the last Poisson event during
[0, t] at position x − 1 (we set s = 0 if no such event occurred). Then we
define x(ℓ) = x, s ≤ ℓ ≤ t, and x(s−) is given as follows2:(a) If h(x(s), s) =
h(x(s), s−) + 2 (a minimum became a maximum), then x(s−) = x(s). (b)
If h(x(s), s) = h(x(s), s−), then x(s−) is any nearest neighbor of x(s) where
the height function has value h(x(s), s) − 1 (in case that it is a maximum,
we have two possible choices), see Figure 3.

In Proposition 4.2 of [18] it was shown that backwards paths are in partic-
ular also backwards geodesics. Given a backwards path {x(τ), τ : t → 0} with

1There is a change w.r.t. Definition 4.1 of [18], namely in the case of a maximum the
backwards path needs to move to one of its neighboring points, which was assumed but
not stated in the proof of Proposition 4.2 of [18].

2In [18] we said that a Poisson event at y changes the height function at y from a local
minimum to a local maximum, while to be consistent with Section 2 we have here that
the change of height function in y is due to a Poisson event at y − 1, which is associated
to the particle which was at y − 1.
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Figure 3: Construction of the backwards path as in Definition 3.5. A Poisson
event happens at (x(s), s). The height function at time s is in blue, while
the height function just before is in black.

x(t) = x for the height function h, for any t̃ < t, the path {x̃(τ), τ : t̃ → 0}
with x̃(t̃) = x(t̃) is also a backwards path for the height function h.

For the localization of the backwards paths we will use two properties
about the ordering.

Lemma 3.6. For a given height function h, consider the two rightmost back-
wards paths {x1(τ), τ : t → 0} with x1(t) = x1 and {x2(τ), τ : t → 0} with
x2(t) = x2. If x2 > x1, then x2(τ) ≥ x1(τ) for all τ ∈ [0, t] under the basic
coupling.

Proof. Since jumps are nearest neighbor and a.s. no two jumps occur at the
same time, x2 cannot jump strictly to the left of x1 without being identical
to x1 at some time s. However, if there is a time s such that x2(s) = x1(s),
then x2(τ) = x1(τ), τ ≤ s. Therefore we can never have x2(τ) < x1(τ).

A second property that we will use is the ordering of backwards paths
with different initial condition starting at the same position.

Lemma 3.7. Consider an otherwise arbitrary height function h satisfying
h(x, 0) = x for x ≥ 0. Let hstep(x, 0) = |x| for all x. Consider the rightmost
backwards paths starting from x at time t, where we denote the one for h
by {x(τ), τ : t → 0} and the one for hstep by {xstep(τ), τ : t → 0}. Thus
x(t) = xstep(t) = x. Then, for any τ ∈ [0, t], x(τ) ≤ xstep(τ).

Proof. At time t we have equality. What we have to rule out is the possibility
that there is a τ < t such that x(τ) = xstep(τ) but either (a) x(τ−) = x(τ)+1
and xstep(τ−) ≤ xstep(τ), or (b) x(τ−) ≥ x(τ) and xstep(τ−) = xstep(τ) − 1.
We write x = x(τ) = xstep(τ).
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Figure 4: Localization strategy: (left) with the same initial conditions,
geodesics to B− are to the left of the right-most geodesics to the point
D = (vs(t − tν), t − tν), which by hypothesis is to the left of −1

2
δt with

high probability. (right) if the geodesics to B− is to the left of −1
2
δt, then it

is to the left of the right-most one with step initial condition to B−, which
by hypothesis is not fluctuating more than O(t2/3), thus it stays to the left
of the line (0, 0) to D.

In order (a) to happen, we need to have ηstepτ (x) = 0 and ητ (x) = 1, while
(b) happens if (ηstepτ (x− 1), ηstepτ (x)) = (0, 0) and (ητ (x− 1), ητ (x)) 6= (0, 0).
But at time t = 0, ηstep0 ≥ η0 coordinate wise and this remains true at any
later time by the basic coupling. Thus (a) and (b) can not occur.

Let us recall one result on the localization of the geodesics for step initial
conditions.

Proposition 3.8 (Proposition 4.9 of [18]). Consider TASEP with step initial
conditions, i.e., h(x, 0) = |x|. Let x(t) = αt be the starting position of a
backwards geodesics with α ∈ (−1, 1). Then, uniformly for all t large enough,

P(|x(τ)− ατ | ≤ ut2/3 for all 0 ≤ τ ≤ t) ≥ 1− Ce−cu2

(3.12)

for u > 0 and some constants C, c > 0.

In the following statements we will use the space-time points

A = (vs(t+ τt2/3) + st1/3, t+ τt2/3),

B− = (vs(t+ τt2/3)− (1− 2λ)(τt2/3 + tν), t− tν),

B+ = (vs(t+ τt2/3)− (1− 2ρ)(τt2/3 + tν), t− tν),

(3.13)

where ν ∈ (2/3, 1). Under the assumptions of Section 3.1, we control the
localization of the backwards paths starting at B− (and similarly to B+).
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Proposition 3.9. Let x− be any backwards paths for h− starting at B− and
x+ any backwards paths for h̃+ starting at B+. Then, for any ν ∈ (2/3, 1),

lim
t→∞

P(x−(ℓ) < vsℓ for all 0 ≤ ℓ ≤ t− tν) = 1 (3.14)

and
lim
t→∞

P(x+(ℓ) > vsℓ for all 0 ≤ ℓ ≤ t− tν) = 1. (3.15)

Proof. We prove (3.14) about backward paths for h− starting at B−, the
proof of (3.15) is analogous. We call x−

1 the rightmost backwards path of
h− starting at D = (vs(t− tν), t− tν) and x−

2 the rightmost backwards path
of h− starting at B−, see Figure 4 (left). Denote by G the event that x−

1

stays to the left of −1
2
δt. By Assumption (b), since t − tν ≥ t/2 for all t

large enough, we have that any geodesics, thus also x−
1 stays to the left of

−1
2
δt with high probability. Note that the x−coordinate of B− lies to the

left of the x−coordinate of D. Thus, by the order of backwards paths (see
Lemma 3.6), x−

2 stays to the left x−
1 , as in Figure 4 (left).

Let now x̃−
2 be the rightmost backwards path starting at B− with ini-

tial configuration given by the height function of the particle configuration
η−1x≤−δt/2. This means that x̃−

2 differs from x−
2 by having no particles to the

right of −δt/2 initially. However, on the event G, we have precisely x−
2 = x̃−

2 .
Noting that up to a spatial shift by −δt/2 we are exactly in the setting

of Lemma 3.7. Applying Lemma 3.7 to x̃−
2 we get that the rightmost back-

wards path starting at B− with step initial condition hstep
−δt/2,0(·, 0) stays to

the right of x̃−
2 and thus, on the event G, to the right of x−

2 . By Propo-
sition 3.8, the rightmost backwards path starting at B− with step initial
condition hstep

−δt/2,0(·, 0) has O(t2/3) fluctuations around the straight line join-

ing (−δt/2, 0) and B−. In particular, since ν > 2/3, it stays to the left of the
line {(vsℓ, ℓ), 0 ≤ ℓ ≤ t− tν} with high probability, see Figure 4 (right).

In particular, (3.14) is true for the rightmost backwards path starting at
B− with step initial condition hstep

−δt/2,0(·, 0). Hence, on the event G, (3.14) is

true for x−
2 . By assumption (b), the probability of G converges to 1, hence

(3.14) is true for x−
2 unconditionally. Since x−

2 is the rightmost backwards
path, (3.14) then applies to all backwards path.

3.3 Slow decorrelation

This result is an analogue to Theorem 3.2 of [24], specialized to our setting.
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Figure 5: The setting for the application of slow decorrelation. The red line
is the macroscopic trajectory of the shock.

Theorem 3.10. Let v ∈ R, w ∈ R and ν̃ < 1 such that

h(vT, T )− µ1(T )

T 1/3
⇒ D, as T → ∞,

h(vT − wT ν̃ , T − T ν̃)− µ2(T )

T 1/3
⇒ D, as T → ∞,

hstep
vT−wT ν̃ ,T−T ν̃ (vT, T )− (µ1(T )− µ2(T ))

T 1/3
⇒ 0, as T → ∞,

(3.16)

for some distribution D and some µ1(T ), µ2(T ). Then, for any ε > 0,

lim
T→∞

P(|h(vT, T )− h(vT − wT ν̃ , T − T ν̃)− (µ1(T )− µ2(T ))| ≥ εT 1/3) = 0.

(3.17)

We apply slow decorrelation to the setting of Figure 5. Assumption (c)
tells us that the limiting distributions of the scaled height functions at space-
time points A and B− are the same. Slow decorrelation implies that they are
asymptotically very correlated since the probability of their difference goes
to zero, see Proposition 3.11.

Proposition 3.11. Let ν ∈ (2/3, 1), A and B− as in (3.13). Then, for any
ε > 0,

P

( |h−(A)− h−(B−)− ((1− 2χ−)(τt
2/3 + tν) + (1− 2λ)st1/3)|

t1/3
≥ ε

)
→ 0

(3.18)
as t → ∞.
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Proof. We apply Theorem 3.10 with T = t + τt2/3, v = vs + st1/3/T , T ν̃ =
tν+τt2/3 and w = 1−2λ+st1/3/(τt2/3+tν). Let us verify that the assumptions
are satisfied.

(a) By Assumption (c) with θ = τt2/3 and u = (λ− ρ)τ + st−1/3 we get

lim
t→∞

h−(A)−HA

−t1/3
= H−((λ− ρ)τ), (3.19)

where HA = µs(t+ τt2/3) + (1− 2λ)st1/3.
(b) By Assumption (c) with θ = −tν and u = (λ− ρ)τ we get

lim
t→∞

h−(B−)−HB−

−t1/3
= H−((λ− ρ)τ), (3.20)

where HB−
= µst− (1− 2λ)(ρ− λ)τt2/3 − (1− 2χ−)t

ν .
(c) Let C− = A−B− = ((1− 2λ)(τt2/3 + tν) + st1/3, τ t2/3 + tν), then

lim
t→∞

hstep(C−)− (1− 2χ−)(τt
2/3 + tν)− (1− 2λ)st1/3

−t1/3
= 0, (3.21)

since if we divide by tν/3 is converges to a (scaled) GUE Tracy-Widom dis-
tribution function and tν/3−1/3 → 0 as t → ∞.

Finally one verifies the identity

HA = HB−
+ (1− 2χ−)(τt

2/3 + tν) + (1− 2λ)st1/3, (3.22)

which then ensures that we can apply Theorem 3.10.

Proposition 3.12. Let ν ∈ (2/3, 1), A and B+ as in (3.13). Then, for any
ε > 0,

P

( |h̃+(A)− h̃+(B+)− ((1− 2χ+)(τt
2/3 + tν) + (1− 2ρ)st1/3)|

t1/3
≥ ε

)
→ 0

(3.23)
as t → ∞.

Proof. The proof is as for Proposition 3.11, except that now we have

lim
t→∞

h̃+(B+)−HB+

−t1/3
= H+((ρ− λ)τ), (3.24)

with HB+
= µst + (1 − 2ρ)(ρ − λ)τt2/3 − (1 − 2χ+)t

ν as well as and, with
C+ = A−B+ = ((1− 2ρ)(τt2/3 + tν) + st1/3, τ t2/3 + tν),

lim
t→∞

hstep(C+)− (1− 2χ+)(τt
2/3 + tν)− (1− 2ρ)st1/3

−t1/3
= 0. (3.25)
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3.4 Proof of Theorem 3.2

Since we need to deal with different τk jointly, let us make the dependance
on τ clear in the notation: We rewrite the points A,B,B+ (defined earlier
in (3.13)) as

Ak = (vs(t + τkt
2/3) + st1/3, t+ τkt

2/3),

Bk
− = (vs(t + τkt

2/3)− (1− 2λ)(τkt
2/3 + tν), t− tν),

Bk
+ = (vs(t + τkt

2/3)− (1− 2ρ)(τkt
2/3 + tν), t− tν).

(3.26)

By Theorem 2.1 we have

P

(
m⋂

k=1

{X2nd(t+ τkt
2/3) ≥ vs(t + τkt

2/3) + st1/3}
)

= P

(
m⋂

k=1

{h−(Ak)− µs(t+ τkt
2/3) ≤ h̃+(Ak)− µs(t + τkt

2/3)}
)
.

(3.27)

Next we use slow decorrelation. This allows us to replace the point Ak in
(3.27) by Bk

− (for h−) and resp. by Bk
+ (for h̃+) upon adapting the rescaling.

We define

Z−(Bk
−) =

h−(Bk
−)− µs(t+ τkt

2/3) + (1− 2χ−)(τkt
2/3 + tν) + (1− 2λ)st1/3

−t1/3
,

Z+(Bk
+) =

h̃+(Bk
+)− µs(t+ τkt

2/3) + (1− 2χ+)(τkt
2/3 + tν) + (1− 2ρ)st1/3

−t1/3
.

(3.28)
By Propositions 3.11 and 3.12, as t → ∞, we have

lim
t→∞

P

(
m⋂

k=1

{h−(Ak)− µs(t+ τkt
2/3) ≤ h̃+(Ak)− µs(t+ τkt

2/3)}
)

= lim
t→∞

P

(
m⋂

k=1

{Z−(Bk
−) ≤ Z+(Bk

+)}
)
.

(3.29)

Define now the space-time regions

D− = {(x, ℓ) : x < vsℓ}, D+ = {(x, ℓ) : x > vsℓ}. (3.30)

Also define the height functions h−
D−(Bk

−) (resp. h̃
+
D+(Bk

+)) which differ from

h−(Bk
−) (resp. h̃

+(Bk
+)) in that the former the height function to right of D−

(resp. to the left of D+) has a deterministic fixed slope 1 (resp. −1). We

17



define random variables Z−
D−(Bk

−) and Z+
D+(Bk

+) from h−
D−(Bk

−) and h̃+
D+(Bk

+)
as in (3.28).

Since D− and D+ are disjoint, (Z−
D−(B

k
−), 1 ≤ k ≤ m) and (Z+

D+(B
k
+), 1 ≤

k ≤ m) are independent random vectors. Let x+
k and x−

k be the geodesics
starting from Bk

−, B
k
+ as defined in Proposition 3.9. Furthermore, we define

the events

E+
k = {(x+

k (ℓ), ℓ) ∈ D+, ℓ ≤ t− tν}, E−
k = {(x−

k (ℓ), ℓ) ∈ D−, ℓ ≤ t− tν}.
(3.31)

Then on E+
k ∩ E−

k we have Z±
D±(B

k
±) = Z±(Bk

±). Proposition 3.9 gives

lim
t→∞

P

(
m⋂

k=1

E+
k ∩

m⋂

k=1

E−
k

)
= 1. (3.32)

We thus see that the convergence (3.20) and (3.24) toH± applies to Z±
D±(Bk

±)
as well. Thus we get, as t → ∞,

lim
t→∞

P

(
m⋂

k=1

{Z−(Bk
−) ≤ Z+(Bk

+)}
)

= lim
t→∞

P

(
m⋂

k=1

{Z−
D−(B

k
−) ≤ Z+

D+(B
k
+)}
)

= P

(
m⋂

k=1

{(1− 2λ)s−H−((λ− ρ)τk) ≤ (1− 2ρ)s−H+((ρ− λ)τk)}
)
,

(3.33)
where the two limit processes H− and H+ are independent. Reordering the
terms in (3.33) leads to (3.8).

3.5 Proof of Corollary 3.3

What we need is to verify Assumptions (a)-(c) of Section 3 and identify the
limit in (c).

Recall that the initial condition is (3.9) given by

xn(0) =

{
−⌊n/λ⌋, n ≥ 1,
−⌊n/ρ⌋, n ≤ 0.

(3.34)

Then Assumption (a) is obvious.
Assumption (b) on the control of the end-point of the backwards geodesics

is the following.

Proposition 3.13. Let x− (resp. x+) be backwards geodesics of h− (resp.
h̃+) starting from vst at time t. Then, for δ = 1

2
(ρ− λ) we have

lim
t→∞

P(x−(0) ≤ −δt,x+(0) ≥ δt) = 1. (3.35)
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Proof. Let us prove the statement for x−(0). The proof for x+(0) is com-
pletely analogous.

We expect that the characteristics from ((1 − λ − ρ)t, t) will be around
(λ − ρ)t at time 0. So the step initial condition from that point is going to
be a relatively good upper bound for h−, namely

h−(vst, t) ≤ h−((λ− ρ)t, 0) + hstep
(λ−ρ)t,0(vst, t). (3.36)

Define the height function arising from the minimization of (3.1) from −δt
to 0 as

hld(vst, t) := min
−δt<z≤0

{h−(z, 0) + hstep
z,0 (vst, t)}. (3.37)

Then, for S arbitrary we have

P(x−(0) > −δt) ≤ P

(
hld(vst, t) ≤ h−((λ− ρ)t, 0) + hstep

(λ−ρ)t,0(vst, t)
)

≤
∑

−δt<z≤0

P

(
h−(z, 0) + hstep

z,0 (vst, t) ≤ h−((λ− ρ)t, 0) + hstep
(λ−ρ)t,0(vst, t)

)

≤
∑

−δt<z≤0

P

(
h−(z, 0) + hstep

z,0 (vst, t) ≤ S
)

+
∑

−δt<z≤0

P

(
S ≤ h−((λ− ρ)t, 0) + hstep

(λ−ρ)t,0(vst, t)
)
.

(3.38)
With the initial conditions (3.9) we have h−(z, 0) = (1− 2λ)z +O(1). Also,
see (B.2),

h−(−βt, 0) + hstep
−βt,0(vst, t) = (1− λ− ρ+ 2λρ)t + 1

2
(β + λ− ρ)2t+Op(t

1/3),

h−((λ− ρ)t, 0) + hstep
(λ−ρ)t,0(vst, t) = (1− λ− ρ+ 2λρ)t +Op(t

1/3).

(3.39)
Since 1

2
(β + λ − ρ)2 ≥ 1

8
(ρ − λ)2 for all β ∈ [0, δ], we set in (3.38) the value

S = (1−λ−ρ+2λρ)t+ 1
16
(ρ−λ)2t. From the upper and lower bound of hstep,

see (B.2), we get that each of the summand in the r.h.s. of (3.38) is bounded

by Ce−ct2/3 for some constants C, c > 0. As we have only O(t) summands,
the proof is completed.

Finally, Assumption (c) is a special case of Corollary A.10 as the following
result shows.

Corollary 3.14. Let vs = 1 − λ − ρ, χ− = λ(1 − λ), χ+ = ρ(1 − ρ), and
h±(u, θ, t) as in (3.6). Then

lim
t→∞

h−(vst+ ut2/3 + (1− 2λ)θ, t+ θ)− h−(u, θ, t)

−t1/3
,

= χ
2/3
− 24/3A1(χ

−1/3
− 2−5/3u)

(3.40)
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and

lim
t→∞

h̃+(vst+ ut2/3 + (1− 2ρ)θ, t + θ)− h+(u, θ, t)

−t1/3

= χ
2/3
+ 24/3Ã1(χ

−1/3
+ 2−5/3u).

(3.41)

Proof. The result for h− follows from Corollary A.10, see reformulation (A.3),

by setting t → t+θ and a = (ρ−λ)t−ut2/3+u(t+θ)2/3

t+θ
. Since ρ−λ > 0, a → ρ−λ >

0 as t → ∞.
The result for h̃+ can be obtained by employing particle-hole symmetry,

since the evolution of the height function can be equivalently described in
terms of the jumps of the holes (when they jump to the left, the height
increases by 2) and the initial condition of the holes will have density ρ on
Z+ and empty on the left of the origin.

A Limit process for flat IC

Let us consider TASEP described in terms of particle positions Xt(n) ordered
from right to left with initial condition

X0(n) = −⌊n/λ⌋, n ≥ 1. (A.1)

Let h(x, t) be the associated height function, which can be expressed as

h(x, t) = 2(X−1
t (x− 1)−X−1

0 (−1)) + x, (A.2)

where X−1
t (x) = min{k ∈ Z |Xt(k) ≤ x}. With our initial condition we have

as in [22], X−1
0 (−1) = 1 that is, the particle with label 1 is initially rightmost

in Z− = {. . . ,−2,−1}. The only difference is that our height function is −1
times the height function of [22]. In the following, we adopt the notations
of [22].

We want to show that, setting χ = λ(1− λ) and any a > 0, we have

lim
t→∞

h−((1− 2λ)t− a+ ut2/3, t)− (1− 2χ−)t+ (1− 2λ)(at− ut2/3)

−t1/3

= χ2/324/3A1(χ
−1/32−5/3u)

(A.3)

in the sense of finite-dimensional convergence. The one-point convergence
for general density λ was proven in [23].

Since A1(u)
(d)
= A1(−u), this statement is equivalent to showing the con-

vergence of

hresc
t (ξ) =

h((1− 2λ)t− a(ξ, t), t)− (1− 2χ)t+ (1− 2λ)a(ξ, t)

−24/3χ2/3t1/3
→ A1(ξ)

(A.4)
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as t → ∞, where we used the notation a(ξ, t) = at+ 25/3χ1/3ξt2/3.
Some elementary algebra leads to3

lim
t→∞

P(hresc
t (ξi) ≤ si, 1 ≤ i ≤ m) = lim

t→∞
P(Xt(ni) > ai, 1 ≤ i ≤ m) (A.5)

where
ni = λ2t+ aλt + λ25/3χ1/3ξit

2/3,

ai = (1− 2λ)t− at− 25/3χ1/3ξit
2/3 − 21/3χ2/3 si

λ
t1/3.

(A.6)

We start considering a = 0, where under the above scaling we should see the
Airy2→1 transition process.

For λ = 1/2 the rigorous asymptotic was made in [25] using the explicit
representation of the kernel. For λ = 1/d, with d = 2, 3, . . . the analysis was
made in [26] (in a discrete time version). For more general initial condition
with average density 1/2, this was carried out in [22]. The approach of [22] is
robust and can be applied also to generic average density. Below we indicate
the main steps focusing on the differences with respect to λ = 1/2. We
however will not write down all details of the asymptotic analysis of the
appearing kernel and the (exponential) bounds allowing to exchange limits
and sums in the expression of the kernel as well as to get the convergence of
the Fredholm determinants. The strategy for the analysis of contour integrals
are present in many papers, including the above mentioned ones or also
Section 6.1 of [27]. The asymptotic for λ 6= 1/2 does not introduce any
new technical difficulties as we could check. For instance the question of
trace-class is carefully discussed in Appendix B of [22].

We start with Theorem 2.6 of [22] (which holds for right-finite initial
data as in our case), where they get an explicit enough expression for the
biorthogonalization in [21].

Theorem A.1 (Theorem 2.6 of [22]). We have

P(Xt(ni) > ai, 1 ≤ i ≤ m) = det(1− χ̄aKtχ̄a)ℓ2({n1,...,nm}×Z), (A.7)

where χ̄a(ni, x) = 1x≤ai,

Kt(ni, xi;nj , xj) = −Qnj−ni(xi, xj)1ni<nj
+
∑

y

S−t,−ni
(y, xi)S̄

epi(X0)
−t,nj

(y, xj)

(A.8)

3We have done some shift by o(t−1/3) to ξi and si to have ni independent of si, but in
the limit is the same since the limit is continuous in ξi and si and the differences goes to
0 as t → ∞.
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with

Qnj−ni(xi, xj) =
1

2xi−xj

(
xi − xj − 1

nj − ni − 1

)
1xi−xj≥nj−ni

,

S−t,−ni
(y, xi) =

1

2xi−y

1

2πi

∮

Γ0

dw
(1− w)niet(w−1/2)

wni+1+xi−y
,

S̄−t,nj
(y, xj) =

1

2y−xj

1

2πi

∮

Γ0

dw
(1− w)xj−y+nj−1et(w−1/2)

wnj
,

S̄
epi(X0)
−t,nj

(y, xj) = EB0=y

[
S̄−t,nj−τ (Bτ , xj)1τ<nj

]
.

(A.9)

Here τ = min{m ≥ 0 |Bm > X0(m + 1)}, where Bm is a random walk with
transition matrix Q, that is, P(Bm − Bm−1 = −k) = 2−k, k ≥ 1.

Remark A.2. If one tries to apply directly Theorem A.1 with the scaling
(A.6) with a > 0, one gets in trouble. The reason is that the random walk Bm

starts from 0, which is however not the macroscopic position of the ending
of the backwards geodesics starting at (ai, t). For this case one should rather
look for a two-sided finite formula in the spirit of Section 3.4 of [22]. We will
rather argue that the limit process for a > 0 is the same as the one obtained
for a = 0 with a subsequent change of variables ξi → ξi + L in the L → ∞
limit.

Consider the following scaling for xi and y:

ni = λ2t + λ25/3χ1/3ξit
2/3,

xi = (1− 2λ)t− 25/3χ1/3ξit
2/3 − 21/3χ2/3ui

λ
t1/3,

y = 21/3χ2/3 v

λ
t1/3.

(A.10)

The critical point for the steep descent analysis of S−t,−ni
(y, xi) is 1 − λ

and the one for S̄−t,nj
(y, xj) is λ. For that reason we conjugate the entries

of the kernel Kt to avoid dealing with it in the asymptotics, and multiply by
e−t(1/2−λ) (resp. et(1/2−λ)) the term S−t,−ni

(y, xi) (resp. S̄−t,nj
(y, xj)). Thus,

Theorem A.1 holds true if we redefine the entries of (A.9) as follows:

Qnj−ni(xi, xj) =
(1− λ)ni−nj+xi−xj

λni−nj

(
xi − xj − 1

nj − ni − 1

)
1xi−xj≥nj−ni

,

S−t,−ni
(y, xi) =

(1− λ)ni+xi−y

λni

1

2πi

∮

Γ0

dw
(1− w)niet(w−1+λ)

wni+1+xi−y
,

S̄−t,nj
(y, xj) =

(1− λ)−nj+y−xj

λ−nj

1

2πi

∮

Γ0

dw
(1− w)xj−y+nj−1et(w−λ)

wnj
,

S̄
epi(X0)
−t,nj

(y, xj) = EB0=y

[
S̄−t,nj−τ (Bτ , xj)1τ<nj

]
.

(A.11)
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From now we are going to use (A.11) instead of (A.9).

Lemma A.3. Under the scaling (A.10) we get, for ξj > ξi,

lim
t→∞

21/3χ2/3t1/3

λ
Qnj−ni(xi, xj) =

1√
4π(ξj − ξi)

e−(uj−ui)2/(4(ξj−ξi)). (A.12)

Proof. This can be obtained using the Stirling formula for the factorials or
doing asymptotic analysis in an integral representation of the binomial coef-
ficients.

Lemma A.4. Under the scaling (A.10) we have:

lim
t→∞

21/3χ2/3t1/3

λ
S−t,ni

(y, xi) = 21/3
1

2πi

∫

〈
dWeW

3/3−22/3ξiW
2−21/3(ui+v)W

= 21/3 Ai(24/3ξ2i + 21/3(ui + v))e−
8

3
ξ3i −2ξi(ui+v).

(A.13)

Proof. The proof follow the standard steep descent analysis by inserting the
scaling (A.6) and (A.10), and extracting the leading contribution around
the critical point 1 − λ. In the computation we do the change of variable
w = 1−λ−χ1/3t−1/3W . The expression in terms of the Airy function follows
for instance by (A.1) of [28].

A standard application of Donsker’s theorem leads to the convergence of
Bm to a Brownian motion. More precisely, consider the scaling , then

τ = 25/3χ1/3λt2/3T,

Bτ = −25/3χ1/3t2/3T + 21/3χ2/3βT

λ
t1/3.

(A.14)

Then as t → ∞, where βT converges to a Brownian motion with diffusivity
constant 2.

Lemma A.5. Under the scaling (A.10) and (A.14) we have:

lim
t→∞

21/3χ2/3t1/3

λ
S̄−t,nj−τ (Bτ , xj)

= 21/3
1

2πi

∫

〈
dWeW

3/3+22/3(ξj−T )W 2−21/3(uj+βT )W

= 21/3Ai(24/3(ξj − T )2 + 21/3(uj + βT ))e
8

3
(ξj−T )3+2(ξj−T )(uj+βT ).

(A.15)

Proof. This time we do the change of variables around the critical point λ
as w = λ− χ1/3t−1/3W .
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From this we get the limit of S̄epi(X0).

Lemma A.6. Under the scaling (A.10) we have:

lim
t→∞

21/3χ2/3t1/3

λ
S̄
epi(X0)
−t,nj

(y, xj)

=21/3Ai(24/3ξ2j + 21/3(uj + v))e
8

3
ξ3i +2ξj(uj+v)

1v≥0

+ 21/3Ai(24/3ξ2j + 21/3(uj − v))e
8

3
ξ3j+2ξj(uj−v)

1v<0.

(A.16)

Proof. We start with

21/3χ2/3t1/3

λ
S̄
epi(X0)
−t,nj

(y, xj) = lim
t→∞

∫

R+

dνv(T )
21/3χ2/3t1/3

λ
S̄
epi(X0)
−t,nj−τ (Bτ , xj),

(A.17)
where dνv(T ) is the law of the hitting time T = inf{t ≥ 0 | βT ≥ 0} with
β0 = v.

Case 1: v ≥ 0. Then dνv(T ) = δ0(T ) and β0 = v. Then

lim
t→∞

21/3χ2/3t1/3

λ
S̄
epi(X0)
−t,nj

(y, xj) = 21/3Ai(24/3ξ2j + 21/3(uj + v))e
8

3
ξ3i +2ξj(uj+v)

(A.18)
Case 2: v < 0. As t → ∞ we have dνv(T ) = −v√

4πT 3
e−v2/(4T )dT and

βT = 0. This leads to

lim
t→∞

21/3χ2/3t1/3

λ
S̄
epi(X0)
−t,nj

(y, xj)

=

∫ ∞

0

dT
−v√
4πT 3

e−v2/(4T )2
1/3

2πi

∫
dWeW

3/3−21/3ujW+22/3(ξj−T )W 2

= 21/3Ai(24/3ξ2j + 21/3(uj − v))e
8

3
ξ3j+2ξj(uj−v),

(A.19)

where first one does the integral over T (it is explicit) and then we rewrite
the result in terms of Airy functions and exponentials.

Combining Lemma A.4 and Lemma A.6 (modulo some a priori bounds for
large |v| allowing to exchange the t → ∞ limit and the sum over y, which can
be obtained also with usual steep descent analysis) one obtains the following
result.
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Proposition A.7. Under the scaling (A.10),

lim
t→∞

21/3χ2/3t1/3

λ

∑

y

S−t,−ni
(y, xi)S̄

epi(X0)
−t,nj

(y, xj)

=21/3
e

2

3
ξ̃3j+ξ̃j ũj

e
2

3
ξ̃3i +ξ̃iũi

∫ ∞

0

dvev(ξ̃j−ξ̃i)Ai(ξ̃2i + ũi + v) Ai(ξ̃2j + ũj + v)

+ 21/3
e

2

3
ξ̃3j+ξ̃j ũj

e
2

3
ξ̃3i +ξ̃iũi

∫ 0

−∞
dve−v(ξ̃j+ξ̃i) Ai(ξ̃2i + ũi + v) Ai(ξ̃2j + ũj − v),

(A.20)

where the last term can also be rewritten as

− 21/3
e

2

3
ξ̃3j+ξ̃j ũj

e
2

3
ξ̃3i +ξ̃iũi

∫ ∞

0

dve−v(ξ̃j+ξ̃i)Ai(ξ̃2i + ũi + v) Ai(ξ̃2j + ũj − v)

+ Ai(ui + uj + (ξi − ξj)
2)e

2

3
(ξj−ξi)3+(ξj−ξi)(ui+uj),

(A.21)

where we used the short cuts ξ̃i = 22/3ξi and ũi = 21/3ui.

Combining Lemma A.3 and Proposition A.7 we get the limit of the kernel
under scaling (A.10).

Proposition A.8. Under the scaling (A.10) and ξ̃i = 22/3ξi and ũi = 21/3ui,

lim
t→∞

21/3χ2/3t1/3

λ
Kt(ni, xi;nj , xj)

= 21/3K2→1(ξ̃i, ũi +min{0, ξ̃i}2; ξ̃j, ũj +min{0, ξ̃j}2),
(A.22)

where K2→1 is the Airy2→1 kernel derived in [25] (see Appendix A of [25] for
explicit expressions)4.

As mentioned above, we omit the proof of a-priori bounds for large ui,
which can be as usual obtained through steep descent analysis. These give the
convergence of the Fredholm determinants as well, and not only of the kernel
(see e.g. Appendix B of [22] for a discussion of the trace class convergence in
a framework almost identical to the one considered here). The convergence
of the Fredholm determinants implies the following result.

Theorem A.9. Consider the scaled height function (A.4) with a = 0. Then,
for ξ1, . . . , ξm ≥ 0,

lim
t→∞

P(hresc
t (ξi) ≤ si, 1 ≤ i ≤ m)

= P(2−1/3A2→1(2
2/3ξi)− 2min{0, ξi}2 ≤ si, 1 ≤ i ≤ m),

(A.23)

where A2→1 is the Airy2→1 process of [25].

4To be precise, we obtain a conjugated version of the kernel written in [25].
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Finally, let us explain why the a > 0 case can be recovered by the sub-
sequent limits t → ∞ and then shifting ξi → ∞ simultaneously. Let us do
the change of variables ξi → ξi + L. Consider any backwards geodesics from
x(t) = (1 − 2λ)t − 25/3χ1/3ξt2/3 at time t. On the event ΩL = {x(0) < 0},
the height function at time t is not depending on the fact that the initial
condition starts with empty initial condition on Z+. One can show that
P(ΩL) ≥ 1 − Ce−cL2

for some constants C, c > 0, thus P(ΩL) → 1 as
L → ∞. This was shown for general density λ in Lemma 4.3 of [23] in the
context of LPP, but it can be translated into this case as well. For L ∼ tǫ

for some ǫ > 0, the bound can be obtained in a similar way as in the proof
of Proposition 3.13.

This means that the law of limL→∞ limt→∞ hresc
t (ξi +L) and the obtained

by setting a > 0 and taking t → ∞ are the same. Since we have the identity
limL→∞ 2−1/3A2→1(2

2/3ξ+L) = A1(ξ), see [25], we get the following corollary.

Corollary A.10. Consider the scaled height function (A.4) with a > 0.
Then, for ξ1, . . . , ξm ≥ 0,

lim
t→∞

P(hresc
t (ξi) ≤ si, 1 ≤ i ≤ m) = P(A1(ξi) ≤ si, 1 ≤ i ≤ m), (A.24)

where A1 is the Airy1 process of [20,21].

B A bound for step initial conditions

Let hstep(x, 0) = |x| and fixed α ∈ (−1, 1). Then it is known that [29]

lim
t→∞

P(hstep(αt, t) ≤ 1
2
(1 + α2)t− s(1− α2)2/32−1/3t1/3) = FGUE(s), (B.1)

where FGUE is the GUE Tracy-Widom distribution function. Furthermore,
there exists constants C, c > 0 such that for all s ≥ 0

P(|hstep(αt, t)− 1
2
(1 + α2)t| ≥ st1/3) ≤ Ce−cs (B.2)

uniformly for all t large enough. The constants can be chosen uniformly for
α in a bounded set strictly away from −1 and 1. Using the relation with the
Laguerre ensemble of random matrices (Proposition 6.1 of [30]), or to TASEP,
one sets the distribution is given by a Fredholm determinant. An exponential
decay of its kernel leads directly to the upper tail. See e.g. Lemma 1 of [28]
for an explicit statement. The lower tail was proven in [28] (Proposition 3
together with (56)) with a better power s3/2, that we do not need here.
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Inst. H. Poincaré (A) 53 (1990) 1–14.

[8] A. D. Masi, C. Kipnis, E. Presutti, E. Saada, Microscopic structure at
the shock in the asymmetric simple exclusion, Stochastics and Stochastic
Reports 27 (1989) 151–165.

[9] P. Ferrari, P. Ghosal, P. Nejjar, Limit law of a second class particle in
TASEP with non-random initial condition, Ann. Inst. Henri Poincaré
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