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Abstract

We study the decay of the covariance of the Airy1 process, A1,
a stationary stochastic process on R that arises as a universal scal-
ing limit in the Kardar-Parisi-Zhang (KPZ) universality class. We
show that the decay is super-exponential and determine the leading
order term in the exponent by showing that Cov(A1(0),A1(u)) =

e−( 4
3
+o(1))u3

as u → ∞. The proof employs a combination of prob-
abilistic techniques and integrable probability estimates. The upper
bound uses the connection of A1 to planar exponential last passage
percolation and several new results on the geometry of point-to-line
geodesics in the latter model which are of independent interest; while
the lower bound is primarily analytic, using the Fredholm determinant
expressions for the two point function of the Airy1 process together
with the FKG inequality.

1 Introduction and the main result

The one-dimensional Kardar-Parisi-Zhang (KPZ) universality class [41] of
stochastic growth models has received a lot of attention in recent years, see
e.g. the surveys and lecture notes [21, 25, 30, 34, 49, 50, 56, 59]. Two of the
most studied models in this class are the exponential/geometric last pas-
sage percolation (LPP) and the totally asymmetric simple exclusion process
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(TASEP). In both cases, one can define a height function h(x, t), where x
stands for space (one-dimensional in our case) and t for time.

At a large time t, under the 2/3− 1/3 scaling, one expects to see a non-
trivial limit process. To illustrate it, consider the scaling around the origin

hresc
t (u) =

h(ut2/3, t)− thma(ut
−1/3)

t1/3
(1.1)

with hma(ξ) = limt→∞ t−1h(ξt) being the (deterministic) macroscopic limit
shape.

The limit process depends on the geometry of the initial condition. One
natural initial condition is the stationary one and the limit process in this
case, called Airystat, has been determined in [6]. For non-random initial
conditions, the two main cases are:

(a) curved limit shape hma: one expects the weak limit limt→∞ hresc
t (u) =

a1A2(a2u), with A2 being the Airy2 process [48] and a1, a2 are model-
dependent parameters (see [17, 39, 48] for LPP and TASEP setting
and [27] for a non-determinantal case),

(b) flat limit shape hma: one expects the weak limit limt→∞ hresc
t (u) =

a′1A1(a
′
2u), with A1 being the Airy1 process [52], with again a′1, a

′
2

model-dependent parameters (see [18, 19, 52]).

As universal limit objects in the KPZ universality class, the Airystat,
as well as A1 and A2 (which also are stationary stochastic processes in R)
have attracted much attention. It is known that the one point marginal for
A2 is the GUE Tracy-Widom distribution from random matrix theory [48],
whereas the one point marginal for A1 is a scalar multiple of the GOE Tracy-
Widom distribution [19, 52]. The next fundamental question is naturally
to understand the two point functions for these processes. Although there
are explicit formulae available for the multi-point distributions, extracting
asymptotics from these complicated formulae is non-trivial. Widom in [57]
(see also [2] for a conditional result, and [54] for higher order expansion)
proved that

Cov(A2(0),A2(u)) = u−2 +O(u−4) as u → ∞. (1.2)

The extended correlation kernel of the Airy1 and the Airy2 processes have
algebraically many similarities (see the review [29]). This allows to start
following the method used by Widom [57] to get an expression for the joint
distribution of A1(0) and A2(u) in terms of a scalar Fredholm determinant.
For the Airy2 process case, due to identities in terms of the Hasting-McLeod
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solution of Painlevé II equation, one can get exact expressions for the terms
in inverse powers of u (see [54] for expansions up to u−10). This is not the
case for the Airy1 process and thus the question of understanding the decay
of correlations in the Airy1 process had remained open until now.

A numerical study [16] clearly showed that the decay of the covariance
for the Airy1 process is very different from that of Airy2, in that it decays
super-exponentially fast, i.e., − ln Cov(A1(0),A1(u)) ∼ uδ for some δ > 1.
Unfortunately, the numerical data of [16] are coming from a Matlab program
developed in [15] and uses the 10-digits machine precision. From the data it
was not possible to conjecture the true value of δ.

The reason behind the difference in the decay of the covariances of A2 and
A1 can be explained as follows. In the curved limit shape situation, the space-
time regions which essentially determine the values of h(0, t) and h(ut2/3, t)
have an intersection whose size decays polynomially in u. In contrast, for
the flat limit shape, except on a set whose probability goes to zero super-
exponentially fast in u, these regions are disjoint.

The goal of this paper is to prove that the decay of covariance for the
Airy1 process is super-exponential with δ = 3. More precisely, we prove
upper and lower bounds of the covariance where exponents have a matching
leading order term. The following theorem is the main result of this paper.

Theorem 1.1. There exist constants c, c′ > 0 such that for u > 1

e−cu ln(u)e−
4
3
u3 ≤ Cov(A1(0),A1(u)) ≤ ec

′u2

e−
4
3
u3

. (1.3)

Clearly, the threshold u > 1 above is arbitrary, and by changing the
constants c, c′ we can get the same bounds for any u bounded away from 0.

The upper and the lower bounds in Theorem 1.1 are proved separately
with very different arguments.

In Section 2 we prove the upper bound; see Corollary 2.2. For this pur-
pose we consider the point-to-line exponential last passage percolation (LPP)
which is known to converge to the Airy1 process under an appropriate scal-
ing limit. Corollary 2.2 is an immediate consequence of Theorem 2.1 which
proves the corresponding decorrelation statement in the LPP setting. The
strategy for the upper bound follows the intuition that the decorrelation
comes from the fact that the point-to-line geodesics for two initial points far
from each other use mostly disjoint sets of random variables. To make this
precise, we prove results that are of independent interest. In Theorem 2.3
we get an upper bound on probability of the transversal fluctuations of a
point-to-line geodesics, while in Theorem 2.7 we give an upper bound on the
probability of intersection of two point-to-line geodesics. The proof is mainly
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based on probabilistic arguments, but uses one point moderate deviation esti-
mates for the point-to-point and point-to-line exponential LPP with optimal
exponents. Such results have previously been proved in [45], but an estimate
with the correct leading order term in the upper tail exponent is required for
our purposes. These are obtained in Lemma A.3 and Lemma A.4 by using
asymptotic analysis.

In Section 3 we prove the lower bound; see Theorem 3.1. For the lower
bound we start with Hoeffding’s covariance formula, which says that the
covariance of two random variables is given by the double integral of the dif-
ference between their joint distribution and the product of the two marginals;
see (3.2). The joint distribution of the Airy1 process is given in terms of a
Fredholm determinant (see (3.10)) and the proof uses analytic arguments to
obtain precise estimates for these Fredholm determinants. A crucial proba-
bilistic step here, however, is the use of the FKG inequality applied in the
LPP setting, which, upon taking an appropriate scaling limit yields that the
aforementioned integrand is always non-negative; see Lemma 3.2. This al-
lows one to lower bound the covariance by estimating the integrand only on a
suitably chosen compact set, which nonetheless leads to a lower bound with
the correct value of the leading order exponent.

We finish this section with a brief discussion of some related works. Study-
ing the decay of correlations in exponential LPP has recently received consid-
erable attention. Following the conjectures in the partly rigorous work [35],
the decay of correlations in the time direction has been studied for the sta-
tionary and droplet initial conditions in [32], where precise first order asymp-
totics were obtained (see also [10,33] for works on the half-space geometry).
Similar, but less precise, estimates for the droplet and flat initial conditions
were obtained in [11, 12]. All these works also rely on understanding the
localization and geometry of geodesics in LPP, some of those results are also
useful for us. The lower bounds in [11, 12] also use the FKG inequality in
the LPP setting and provide bounds valid in the pre-limit. One might ex-
pect that similar arguments can lead to a bound similar, but quantitatively
weaker, to Theorem 2.1 valid in the LPP setting.

Acknowledgements. The work of O. Busani and P.L. Ferrari was
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2 Upper Bound

In this section we prove the upper bound of Theorem 1.1. Along the way, we
prove results of independent interest. Theorem 2.3 gives an upper bound of
the probability of a point-to-line geodesic deviating from its characteristic.
Theorem 2.7 gives an upper bound, on the probability that two point-to-line
geodesics starting away from each other intersect. The leading terms are
expected to be optimal.

2.1 Last passage percolation setting

We consider exponential last passage percolation (LPP) on Z
2. Let ωi,j ∼

exp(1), i, j ∈ Z, be independent exponentially distributed random variables
with parameter 1. For points u, v ∈ Z

2 with u ≺ v, i.e., u1 ≤ v1 and u2 ≤ v2,
we denote the passage time between the points u and v by

Lu,v = max
π:u→v

∑

(i,j)∈π
ωi,j, (2.1)

where the maximum is taken over all up-right paths from u to v in Z
2. Denote

by Γu,v the geodesic from u to v, that is, the path π maximizing the above
sum. Furthermore, let Ln = {(x, y) ∈ Z

2 | x+ y = n} and denote by

Lu,Ln = max
π:u→Ln

∑

(i,j)∈π
ωi,j (2.2)

the point-to-line last passage time, where the maximum is taken over all
up-right paths going from u to Ln.

Let us mention some known limiting results of exponential LPP. Let1

I(u) = u(2N)2/3(1,−1), J(u) = (N,N) + u(2N)2/3(1,−1) (2.3)

and define the rescaled LPP

L∗
N(u) =

LI(u),L2N
− 4N

24/3N1/3
, LN (u) =

LI(u),(N,N) − 4N

24/3N1/3
. (2.4)

1We do not write explicitly the rounding to integer values, i.e., (x, y) stands for
(⌊x⌋, ⌊y⌋).
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Figure 1: (Left): In the typical scenario, the geodesics associated with L∗
N (0)

(blue) and L∗
N (u) (green) do not cross the straight line connecting I(u/2)

and J(u/2). This suggests that L∗
N (0) and L∗

N (u) are almost independent.
(Right) In the untypical case where the blue and green geodesics meet. In
that case the geodesics will meet around the point J(u/2). The probability
of this event is the main contributor to the covariance of L∗

N (0) and L∗
N (u).

Then, by the result on TASEP with density 1/2 [19,52] which can be trans-
ferred to LPP using slow decorrelation [26], we know that

lim
N→∞

L∗
N(u) = 21/3A1(2

−2/3u), (2.5)

where A1 is the Airy1 process, in the sense of finite-dimensional distribu-
tions. Similarly, (see [39] for the geometric case and [22] for a two-parameter
extension)

lim
N→∞

LN(u) = A2(u)− u2, (2.6)

with A2 is the Airy2 process [48], where in [40] the convergence is weak
convergence on compact sets.

We also denote by ΓN (resp. Γ∗
N) the (almost surely unique) geodesic

attaining L(0,0),(N,N) (resp. L(0,0),L2N
). For a directed path π, we denote by

π(t) = (x−y)/2 where (x, y) is the unique point (if it exits) where π intersect
Lt. The parameter t will be thought of as time and π(t) will be the position
of the path at time t. For instance, if Γ∗

N ends at J(u), then Γ∗
N(2N) =

u(2N)2/3, see also Figure 1. We shall also denote by L(π) the passage time
of the path π, i.e., the sum of the weights on π.

The rescaled last passage times L∗
N(u) and LN (u) have super-exponential

upper and lower tails (see e.g. Appendices of [32] for a collection of such
results and references), which implies that the limit of their covariance is the
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covariance of their limit, i.e.,

lim
N→∞

Cov (L∗
N (u), L

∗
N(0)) = 22/3Cov

(
A1(2

−2/3u),A1(0)
)
. (2.7)

So if Cov (L∗
N (u), L

∗
N(0)) ∼ e−βu3

, then Cov (A1(u),A1(0)) ∼ e−4βu3
.

We first state the upper bound on Cov (L∗
N(u), L

∗
N(0)) which is the main

result in this section.

Theorem 2.1. For N1/14 ≫ u > 1,

Cov (L∗
N(u), L

∗
N(0)) ≤ ecu

2

e−
1
3
u3

(2.8)

for some c > 0.

The following corollary, proving the upper bound in Theorem 1.1, is im-
mediate from (2.7) and the above theorem.

Corollary 2.2. For u > 1, we have

Cov (A1(u),A1(0)) ≤ ecu
2

e−
4
3
u3

(2.9)

for some c > 0.

Before proceeding further, let us explain the heuristic idea behind the
proof of Theorem 2.1. Let T denote the straight line joining I(u/2) and
J(u/2). Let L̃N(0) (resp. L̃N(u)) denote the rescaled last passage time from
(0, 0) to L2N (resp. from I(u) to L2N) in the LPP restricted to use the
randomness only to the left (resp. to the right) of T . Since L̃N (0) and L̃N (u)
depend on disjoint sets of vertex weights and hence are independent, one
expects that the leading order behaviour of the covariance is given by the
probability that L∗

N (0) 6= L̃N(0) and L∗
N (u) 6= L̃N(u) (parts of the sample

space where only one of these two events hold can also contribute, but our
arguments will show that these contributions are not of a higher order, see
Figure 1). Now,

P(L∗
N(0) 6= L̃N (0)) = P(L∗

N(u) 6= L̃N(u)) = P

(
sup

0≤t≤2N
Γ∗
N(t) ≥ 1

2
u(2N)2/3

)

and the probability of the last event is . e−
1
6
u3

by Theorem 2.3 below. The
proof is completed by showing that the probability of the intersection of the
two events has an upper bound which is of the same order (at the level of
exponents) as their product. This final step is obtained by considering the
two cases, one where the point-to-line geodesics do not intersect, and the sec-
ond where they do. The first part is bounded using the BK inequality where
the probability of the geodesics intersecting is upper bounded separately in
Theorem 2.7.
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2.2 Localization estimates of geodesics

As explained above, a key step in the proof is to get precise estimates for
the probability that the geodesic behaves atypically, i.e., it exits certain given
regions. To this end, the main result of this subsection provides the following
localization estimate for Γ∗

N that is of independent interest.

Theorem 2.3. For N1/14 ≫ u > 1 we have

P

(
sup

0≤t≤2N
Γ∗
N(t) ≥ u(2N)2/3

)
≤ ecu

2

e−
4
3
u3

(2.10)

for some constant c > 0.

Although we do not prove a matching lower bound, the constant 4
3
is

expected to be optimal; see the discussion following Lemma 2.5. Transversal
fluctuation estimates for geodesics in LPP are of substantial interest and have
found many applications. This is a first optimal upper bound in this direction
for point-to-line geodesic. For point-to-point geodesics, similar estimates
(albeit with unspecified constants in front of the cubic exponent) are proved
for Poissonian LPP [14] and exponential LPP [12], see also [36] for a lower
bound. In fact, we shall need to use the following estimate from [12, 23].

Lemma 2.4 (Proposition C.9 of [12]). For N1/3 ≫ u > 1 we have

P

(
sup

0≤t≤2N
ΓN(t) ≥ u(2N)2/3

)
≤ e−cu3

(2.11)

for some constant c > 0.

For the proof of Theorem 2.3 as well as the results in the subsequent
subsections of this section, we shall use as input some lower and upper tail
estimates of various LPP, which are collected and, if needed, proved in Ap-
pendix A.2.

The first step is to prove the special case t = 2N of Theorem 2.3; we
get an estimate of the probability that Γ∗

N ends in Du = ∪v≥uJ(v), that is,
Γ∗
N (2N) ≥ u(2N)2/3.

Lemma 2.5. For all N1/9 ≫ u > 1, we have

P(Γ∗
N(2N) ≥ u(2N)2/3) ≤ ecu

2

e−
4
3
u3

(2.12)

for some c > 0.
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Again, we do not prove a matching lower bound, but the constant 4
3
should

be optimal. Indeed, notice that by (2.6), one expects that (2N)−2/3Γ∗
N(2N)

weakly converges to the almost surely unique maximizer M of A2(u) − u2.
The distribution of M has been studied in [7, 53] whence it is known that

P(|M| ≥ u) ∼ e−
4
3
u3
.

Proof of Lemma 2.5. Let C0 be such that (using Lemma A.1)

P(L(0,0),(N,N) < 4N − C0u2
4/3N1/3) ≤ e−

4
3
u3

. (2.13)

We have

P(Γ∗
N(2N) ≤ u(2N)2/3) ≥ 1−P(L(0,0),Du ≥ 4N − C0u2

4/3N1/3)

−P(L(0,0),(N,N) < 4N − C0u2
4/3N1/3).

(2.14)

Using our definition of C0 and Lemma A.3, we get for N1/3 ≫ u ≥ C0 + 1

P(Γ∗
N(2N) ≥ u(2N)2/3) ≤ Ce−

4
3
(u2−C0u)3/2 + e−

4
3
u3 ≤ ecu

2

e−
4
3
u3

. (2.15)

By adjusting the constant c if necessary, we get the same conclusion for
u ∈ [1, C0 + 1].

Our next result is a similar localization estimate for the point-to-line
geodesic Γ∗

N at an intermediate time t.

Lemma 2.6. Let t = 2τN . Fix any θ ≥ 1 and take min{τ, 1 − τ} ≥ u−θ.
Assume that N1/(9+3θ) ≫ u > max{1, 4

3

√
τC0} with C0 as in (2.13). Then

there exists a constant c > 0 such that

P(Γ∗
N(t) ≥ u(2N)2/3) ≤ e−

4
3
u3τ−3/2

e
1
2
uτ−3/2

eu
2(c+2C0τ−1). (2.16)

In particular, by choosing another constant c′ > 0,

P(Γ∗
N(t) ≥ u(2N)2/3) ≤ e−

4
3
u3+c′u2

(2.17)

for all N1/(9+3θ) ≫ u > 1.

Notice that (2.16) provides a stronger bound compared to (2.17) for small
τ which is expected as the transversal fluctuation should grow with τ . Indeed,
for τ ≪ 1, one expects even stronger bounds, see Theorem 3 of [13]. For the
proof of Theorem 2.3, (2.17) would suffice but we record the stronger estimate
(2.16) as it would be used in the next subsection.
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Proof of Lemma 2.6. We start with a simple rough bound. Notice that since
the geodesics are almost surely unique, by planarity they cannot cross each
other multiple times. Consequently, if Γ∗

N(2N) ≤ A(2N)3 for some A > 0,
the geodesic Γ∗

N lies to the left of the point-to-point geodesic from I(A)
to J(A). Therefore, the maximal transversal fluctuation of the point-to line
geodesic can be upper bounded by the sum of the fluctuation at the endpoint
plus the maximal transversal fluctuation of a point-to-point geodesic. Similar
arguments will be used multiple times in the sequel and will be referred to
as the ordering of geodesics. It follows that

P(Γ∗
N(t) ≥ C1uτ

−1/2(2N)2/3) ≤ P(Γ∗
N(2N) ≥ 1

2
C1uτ

−1/2(2N)2/3)

+P(ΓN(t) ≥ 1
2
C1uτ

−1/2(2N)2/3).
(2.18)

Applying the bounds of Lemma 2.5 and Lemma 2.4 with the constant C1

large enough, we get that

P(Γ∗
N(t) ≥ C1uτ

−1/2(2N)2/3) ≤ e−
4
3
u3τ−3/2

. (2.19)

Next we need to bound the probability that Γ∗
N (t) is in

[u(2N)2/3, C1uτ
−1/2(2N)2/3]. Define K(v) = (t/2, t/2) + v(2N)2/3(1,−1).

Then, for any S ∈ R,

P(C1uτ
−1/2(2N)2/3 > Γ∗

N(t) ≥ u(2N)2/3) ≤ P(L(0,0),L2N
≤ S)

+P
(

sup
u≤v≤C1uτ−1/2

(L(0,0),K(v) + L̃K(v),L2N
) > S

)
, (2.20)

where L̃K(v),L2N
= LK(v),L2N

− ωK(v) is the LPP without the first point2. We
set

S = 4N − au224/3N1/3. (2.21)

By Corollary A.2, setting a = C0τ
−1/2u−1 ≪ N2/3 with C0 as in (2.13), we

see that
P(L(0,0),L2N

≤ S) ≤ e−
4
3
u3τ−3/2

. (2.22)

2The tail bounds in Corollary A.2 clearly continue to hold even after removing the
random variable at K(v) which is Exp(1)-distributed. The advantage is that in this way
L(0,0),K(v) and L̃K(v),L2N

are independent random variables.
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It remains to bound the last term in (2.20). We have

P

(
sup

u≤v≤C1uτ−1/2

(L(0,0),K(v) + L̃K(v),L2N
) > S

)

≤
C1u/(

√
τδ)−u−1∑

k=0

P

(
sup

u+kδ≤v≤u+(k+1)δ

(L(0,0),K(v) + L̃K(v),L2N
) > S

)

≤
C1u/(

√
τδ)−u−1∑

k=0

P

(
sup

v≥u+kδ
L(0,0),K(v) + sup

u+kδ≤v≤u+(k+1)δ

L̃K(v),L2N
> S

)
,

(2.23)

where δ > 0 will be chosen later. Note that the two supremums
above are independent. Denoting Xk = supv≥u+kδ L(0,0),K(v) and Y =

sup−δ/2≤v≤δ/2 L̃K(v),L2N
, note also that supu+kδ≤v≤u+(k+1)δ L̃K(v),L2N

has the
same law as Y for each k. Hence,

(2.23) =

C1u/(
√
τδ)−u−1∑

k=0

P(Xk + Y > S) ≤ C1u√
τδ
P(X0 + Y > S) (2.24)

since Xk ≤ X0 for any k ≥ 0.
As X0 and Y are independent, it is expected that the leading term should

behave as
P(X0 > S∗)P(Y > S − S∗) (2.25)

with S∗ chosen such that (2.25) is maximal. Since we want to minimize over
a finite number of points (not going to infinity as N does), we instead look
for the maximum of

P(X0 > S∗)P(Y > S − S∗ − η24/3N1/3) (2.26)

for some small positive discretization step η; see Figure 2. The natural scale
of the fluctuation ofX0 is τ

1/324/3N1/3 and the one for Y is (1−τ)1/324/3N1/3,
so we choose η at most 1

4
min{(1− τ)1/3, τ 1/3}.

We want to discretize the interval [4τN − u2

τ
24/3N1/3, 4τN −au224/3N1/3]

into pieces of size η24/3N1/3. The interval shall be non-empty, which can
be ensured if u is not too small. For that purpose let us assume that u >
max{1, 4

3

√
τC0}. Define the number of discretized points and then η by

M =

⌈
u2(τ−1 − a)

4

min{(1− τ)1/3, τ 1/3}

⌉
, η = u2(τ−1 − a)

1

M
. (2.27)

Our assumption on u ensures that 1
τ
− a ≥ 1

4τ
, or equivalently τa ≤ 3

4
, as

well as η/u2 ≤ 1
4
2−1/3. Therefore τa + η/u2 < 1.
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X0

Y

4(1− τ)N + 1−τa
τ

u224/3N1/3

4τN − au224/3N1/3S∗

S − S∗
− η24/3N1/3

4(1− τ)N

4τN −

u2

τ
24/3N1/3

Figure 2: The probability P(X0 + Y > S) is smaller than the sum of the
probabilities P(X0 ≥ A1, Y ≥ A2) with (A1, A2) being the discretized points
on A1 + A2 = S − η24/3N1/3.

Let S1 = 4τN− u2

τ
24/3N1/3 and S2 = S−S1 = 4(1−τ)N+ 1−τa

τ
u224/3N1/3,

S3 = 4τN − au224/3N1/3. Let S∗ be the maximizer of (2.26). Then

(2.24) ≤ C1u√
τδ

M−1∑

k=0

P

(
X0 > S1 + kη24/3N1/3, Y > S2 − (k + 1)η24/3N1/3

)

+
C1u√
τδ
P (X0 > S3) +

C1u√
τδ
P (Y > S2)

≤ C1u√
τδ

M P (X0 > S∗)P
(
Y > S − S∗ − η24/3N1/3

)

+
C1u√
τδ
P (X0 > S3) +

C1u√
τδ
P (Y > S2) .

(2.28)
Instead of finding S∗ that maximizes (2.26), we look to find an upper

bound of (2.26) by maximizing the product of the upper bounds of the indi-
vidual terms. For this, we take δ = (1−τ)2/3. Then by rescaling Lemma A.3,
for s2 ≪ (τN)2/9 and u ≪ (τN)1/9

P

(
X0 > 4τN − u2

τ
24/3N1/3 + s1τ

1/324/3N1/3
)
≤ Ce−

4
3
s
3/2
1 (2.29)

and by rescaling Proposition A.5, for s2 ≪ (1− τ)2/3N2/3, we get

P

(
Y > 4(1− τ)N + s2(1− τ)1/324/3N1/3

)
≤ Cs2e

− 4
3
s
3/2
2 . (2.30)
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Thus we need to maximize the product of the terms in (2.29) and (2.30). All
the terms in the sum in (2.28) corresponds to s1 and s2 being non-negative
and also of O( u2

τ min{τ1/3,(1−τ)1/3}). Therefore we can ignore the polynomial

pre-factor in (2.30) and look to find s1, s2 ≥ 0 such that

−u2

τ
+ s1τ

1/3 + s2(1− τ)1/3 = −(au2 + η), s
3/2
1 + s

3/2
2 is minimal. (2.31)

Denote ã = a + η/u2, which satisfied τ ã < 1 by the above assumptions.

Plugging in the value of s2 as function of s1 into s
3/2
1 + s

3/2
2 and computing

its minimum through the derivatives we get

s1 =
(
1
τ
− ã

)
τ 2/3u2, s2 =

(
1
τ
− ã

)
(1−τ)2/3u2, s

3/2
1 +s

3/2
2 = u3

(
1
τ
− ã

)3/2
.

(2.32)
With this choice of s1 and s2, we write with a minor abuse of notation

S∗ = 4τN − u2

τ
24/3N1/3 + s1τ

1/324/3N1/3,

S − S∗ − η24/3N1/3 = 4(1− τ)N + s2(1− τ)1/324/3N1/3,

(2.33)

and

P (X0 > S∗)P
(
Y > S − S∗ − η24/3N1/3

)
≤ Cu2+4θ/3e

− 4
3
u3

(

1
τ
−ã

)3/2

(2.34)

for some constant C > 0, where we have used the a priori bound on s2
together with the assumption on τ to get the polynomial pre-factor. For

τ ã < 1, (τ−1 − ã)
3/2 ≥ τ−3/2(1− 3

2
τa− 3

8
u−2) so that we get

(2.34) ≤ Cu2+4θ/3e−
4
3
u3τ−3/2

e
1
2
uτ−3/2

e2u
2C0τ−1

. (2.35)

This is the τ -dependent bound which is useful for small enough τ , but the
exponent is minimal when τ → 1.

Finally, notice that the bound on P(X0 > S3) (resp. P(Y > S2)) corre-
sponds to the bound with the value s2 = 0 (resp. s1 = 0), thus they are also
smaller than (2.34). Thus we have shown that (2.28) ≤ (M +2)C1u√

τδ
× (2.35).

The prefactor is only a polynomial in u (using again the assumptions on
τ) and can be absorbed in the u2 term in the exponent by adjusting the
constant. Thus we have proved (2.16), and (2.17) follows by observing that
τ → 1 is the worst case. The condition u ≪ N1/(9+3θ) ensures that all the
conditions on s1, s2, u mentioned above are satisfied.

We can now prove Theorem 2.3.
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L2N

v
ε
−1

2εN

v0

v2

v1

Figure 3: The thick blue line is the geodesic Γ∗
N . It passes to the left of the

v1, v2, . . . , vε−1. The green thin lines are the point-to-point geodesics from vj
to vj+1, j = 0, . . . , ε−1 − 1, which stay to the left of the dashed line joining
I(u) and J(u).

Proof of Theorem 2.3. We shall prove the result for u sufficiently large, the
result for all u > 1 shall follow by adjusting the constant c. Let us set
ε = δu−3/2 for some δ > 0 to be chosen later (δ will be small but fixed and
in particular will not depend on u or N). Without loss of generality let us
also assume that εN and 1/ε are both integers. Let us define the sequence
of points

v0 = I(u− 1), · · · , vj = I(u− 1) + (jεN, jεN), · · · , vε−1 = J(u− 1). (2.36)

Let Aj denote the event that Γ
∗
N (2jεN) ≥ (u−1)(2N)2/3 for j = 1, 2, . . . , ε−1,

and let Bj denote the event that supt Γvj−1,vj ≥ u(2N)2/3 for j = 1, 2, . . . , ε−1

where Γvj−1,vj denotes the geodesic from vj−1 to vj. By ordering of geodesics,
it follows that on (⋂

j

Ac
j

)
∩
(⋂

j

Bc
j

)
(2.37)

one has sup0≤t≤2N Γ∗
N(t) ≤ u(2N)2/3; see Figure 3. Hence,

P

(
sup

0≤t≤2N
Γ∗
N(t) ≥ u(2N)2/3

)
≤

∑

j

P(Aj) +
∑

j

P(Bj). (2.38)

It follows from Lemma 2.6 that for each j,

P(Aj) ≤ ec(u−1)2e−
4
3
(u−1)3 ≤ ec

′u2

e−
4
3
u3

(2.39)

for some new constant c′ > 0. Notice now that

P(Bj) = P

(
sup

0≤t≤2εN
ΓεN(t) ≥ δ−2/3u(2εN)2/3

)
. (2.40)
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We now use u ≪ N2/3 (which implies u ≪ (εN)1/3) and choose δ sufficiently
small such that by Lemma 2.4 we have

P(Bj) ≤ e−
4
3
u3

. (2.41)

With this choice it follows that

P

(
sup

0≤t≤2N
Γ∗
N(t) ≥ u(2N)2/3

)
≤ 2ε−1ecu

2

e−
4
3
u3

. (2.42)

Since ε−1 = O(u3/2), the result follows by adjusting the value of c.

2.3 Coalescence probability

Consider the point-to-line geodesics Γ∗
N and Γ̃∗

N to L2N from (0, 0) and I(u)
respectively. Owing to the almost sure uniqueness of geodesics, if Γ∗

N and
Γ̃∗
N meet, they coalesce almost surely. Coalescence of geodesics is an impor-

tant phenomenon in random growth models including first and last passage
percolation and has attracted a lot of attention. For exponential LPP, for
point-to-point geodesics started at distinct points and ending at a common
far away point (or semi-infinite geodesics going in the same direction) tail
estimates for distance to coalescence has been obtained; see [13, 46, 58] for
more on this. For point-to-line geodesics started at initial points that are far
(on-scale), one expects the probability of coalescence to be small. Our next
result proves an upper bound to this effect and is of independent interest.

Theorem 2.7. In the above set-up, for N1/14 ≫ u > 1

P(Γ∗
N ∩ Γ̃∗

N 6= ∅) ≤ e−
1
3
u3+cu2

(2.43)

for some constant c > 0.

The rest of this section deals with the proof of Theorem 2.7. We divide
it into several smaller results. As always, we shall assume without loss of
generality that u is sufficiently large, extending the results to all u > 1 is
achieved by adjusting constants.

First of all, due to Theorem 2.3, the probability that the two geodesics in
the statement of Theorem 2.7 meet outside the rectangle R(u) with corners
(0, 0), I(u), J(u), (N,N) is smaller than the estimate we want to prove.
Thus we can restrict to bounding the probability that the two geodesics
intersect in R(u); a stronger result is proved in Lemma 2.8 below. As the
number of points in R(u) where the geodesics Γ̃∗

N and Γ∗
N could meet is

O(N5/3), we need to discretize space. We therefore divide R(u) into a grid

15



L2N

(0, 0)

I(u)

t

τN

(τ + ε)N (2εN)2/3

εN

P (τ, v)

Figure 4: Illustration of the grid as discretization of space-time. In the space
direction the length is (2εN)2/3 and in the time direction εN .

of size εN× (2εN)2/3, where ε will be taken small enough (but not too small,
namely of order u−2); see Figure 4.

For τ an integer multiple of ε, let A(τ, v) be the event that the first
intersection of Γ∗

N and Γ̃∗
N occurs at time t ∈ (2τN, 2τN+2εN ], and they then

cross the anti-diagonal grid segment (of length (2εN)2/3) at time 2τN +2εN
with mid-point given by

P (τ, v) = (τN + εN + v(2N)2/3, τN + εN − v(2N)2/3). (2.44)

Notice that, the number of choices of τ and v is O(ε−5/3), which by our choice
of ε is at most a polynomial of u. Thus we need to prove the P(A(τ, v)) is

at most e−
1
3
u3+cu2

for any τ, v. The proof of Theorem 2.7 is completed by
taking a union bound.

Our first rough estimate deals with values of v which are close to 0 or u
and also small values of τ . The basic idea is that in these cases the proba-
bility bounds coming from considering the transversal fluctuation of a single
geodesic is sufficient.

Lemma 2.8. Let N1/14 ≫ u > 1. For any v satisfying min{v, u − v} ≤
u(1− 2−2/3)− ε2/3 and for any τ ≤ 2−2/3 − ε,

P(A(τ, v)) ≤ e−
1
3
u3+cu2

(2.45)

for some constant c > 0.

Proof. For u− v ≤ u(1− 2−2/3)− ε2/3, we have

P(A(τ, v)) ≤ P

(
sup
t

Γ∗
N(t) ≥ 2−2/3u(2N)2/3

)
≤ e−

1
3
u3+cu2

, (2.46)
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τN

(τ + ε)N

P (τ, v)

Sv

Γ1

Γ2

Γ
∗

N

Γ̃
∗

N

Figure 5: Magnification of the local geometry of geodesics used in the sand-
witching of Lemma 2.9. The segment Sv is the dashed one. Notice that the
lower line is not τ = 0.

where the last inequality follows from Theorem 2.3. The same argument
gives the desired result for v ≤ (1 − 2−2/3)u by considering the transversal
fluctuation of the geodesic Γ̃∗

N .
Next, notice that A(τ, v) implies that either Γ∗

N(2τN+2εN) ≥ 1
2
u(2N)2/3

or Γ̃∗
N (2τN + 2εN) ≤ 1

2
u(2N)2/3, since after meeting they follow the same

path. For τ + ε ≤ 2−2/3, by Lemma 2.6 (use the first inequality with τ 7→
τ + ε ≤ 2−2/3) each of these events have probability bounded by e−

1
3
u3+cu2

for some constant c > 0, completing the proof.

We now proceed towards dealing with the remaining case. Define the
segment

Sv = {(τN + k, τN − k)|(v − 1)(2N)2/3 ≤ k ≤ (v + 1)(2N)2/3}. (2.47)

Let C2 be large enough such that

P(L(0,0),L2N
≤ 4N − C2u2

4/3N1/3) ≤ e−
1
3
u3

. (2.48)

For a path γ, recall that L(γ) denotes the passage time of that path. Define
the event

B(τ, v) = {∃ γ1, γ2 | γ1 : (0, 0) → Sv, γ2 : I(u) → Sv, γ1 ∩ γ2 = ∅ and

min{L(γ1) + L̃Sv,L2N
, L(γ2) + L̃Sv,L2N

} ≥ 4N − C2u2
4/3N1/3}, (2.49)

where in L̃ we remove the first point. Then we have the following estimate.

Lemma 2.9. Assume (1−2−2/3)u−ε2/3 < v < 2−2/3u+ε2/3 and 2−2/3−ε ≤
τ ≤ 1 − ε (notice that if the geodesics coalesce then A(τ, v) must hold for
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some τ ≤ 1− ε, the case τ = 1 need not be considered). For N1/11 ≫ u > 1,
there exists a δ > 0 small enough (not depending on u and N) such that with
ε = δu−2,

P(A(τ, v)) ≤ P(B(τ, v)) + 4Ce−
1
3
u3

. (2.50)

for some constant C > 0.

Proof. We prove it for u > 4(1+C2) with C2 as in (2.48). Then by adjusting
the constant C it is true also for u > 1. Denote by Γ1 and Γ2 the geodesics
from (0, 0) to P (τ, v − 1

2
ε2/3) and from I(u) to P (τ, v + 1

2
ε2/3) respectively.

These two points are the end point of the grid interval whose midpoint is
P (τ, v); see also Figure 5. Define the events

B1 = {Γ1(2τN) ≤ (v − 1)(2N)2/3},
B2 = {Γ2(2τN) ≥ (v + 1)(2N)2/3},
B3 = {L(0,0),L2N

≤ 4N − C2u2
4/3N1/3},

B4 = {LI(u),L2N
≤ 4N − C2u2

4/3N1/3}.

(2.51)

Let us show that

A(τ, v) ⊆ B(τ, v) ∪ B1 ∪B2 ∪B3 ∪ B4. (2.52)

Observe that

A(τ, v) ⊆ B1 ∪ B3 ∪ B3 ∪B4 ∪ (A(τ, v) ∩ Bc
1 ∩Bc

2 ∩ Bc
3 ∩Bc

4) (2.53)

and the last event is included in B(τ, v). Indeed, on A(τ, v) ∩ Bc
1 ∩ Bc

2, the
geodesics Γ∗

N and Γ̃∗
N must cross Sv. Now, let γ1 and γ2 be the portions of

Γ∗
N and Γ̃∗

N respectively before time τN . On A(τ, v), by definition, γ1 and γ2
must be disjoint. On Bc

3∩A(τ, v) it holds that L(γ1)+LSv ,L2N
≥ L(0,0),L2N

≥
4N −C2u2

4/3N1/3, and similar inequality holds on Bc
4 ∩A(τ, v) replacing γ1

by γ2. Thus the event B(τ, v) is satisfied.
To complete the proof, we apply union bound to (2.52) and bound the

probabilities P(Bi). By the choice of C2, P(B3) and P(B4) are both bounded

by e−
1
3
u3
. Lemma 2.10 below shows that P(B1) ≤ Ce−

1
3
u3

for some C > 0

and by symmetry P(B2) ≤ Ce−
1
3
u3

as well. This completes the proof.

Lemma 2.10. Assume (1−2−2/3)u−ε2/3 < v < 2−2/3u+ε2/3 and 2−2/3−ε ≤
τ ≤ 1. For N1/14 ≫ u > 1, there exists a δ > 0 small enough (not depending
on u and N) such that with ε = δu−2,

P(Γ1(2τN) ≤ (v − 1)(2N)2/3) ≤ Ce−
1
3
u3

(2.54)

for some C > 0.
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Proof. Γ1 is the geodesic from (0, 0) to Q1 = P (τ, v − 1
2
ε2/3). We want to

bound the probability that Γ1(2τN) ≤ (v − 1)(2N)2/3.
For x1, x2, x3 > 0, define the events

E1 = {L(0,0),Q1 ≤ 4(τ + ε)N − v2

τ+ε
24/3N1/3 − x12

4/3N1/3},
E2 = {L(0,0),L2τN

≥ 4τN + x22
4/3N1/3},

E3 =
{

sup
w≤(v−1)(2N)2/3

L(τN+w,τN−w),Q1 ≥ 4εN

− 1
ε
(1− 1

2
ε2/3)224/3N1/3 + x32

4/3N1/3
}
.

(2.55)

By a first order approximation, we have L(0,0),Q1
≃ 4(τ+ε)N− v2

τ+ε
24/3N1/3+

O(vε2/3N1/3). So, by Lemma A.1, we have P(E1) ≤ Ce−cx3
1 for x1 of at least

the order of u, and such that x1 ≪ N2/3. Next, by Lemma A.4, we have

P(E2) ≤ Ce−
4
3
x
3/2
2 τ−1/2

for x2 ≪ N2/9. Finally, using Lemma A.3 (with the
variables (N, u) in Lemma A.3 replaced by (εN, ε−2/3(1 − 1

2
ε2/3)), we get

P(E3) ≤ Ce−
4
3
x
3/2
3 ε−1/2

provided

x3ε
−1/3 ≪ (εN)2/9 and N−1/7 ≪ ε. (2.56)

Under the condition

− v2

τ + ε
− x1 ≥ x2 −

1

ε
(1− 1

2
ε2/3)2 + x3, (2.57)

we have

P(Γ1(2τN) ≤ (v − 1)(2N)2/3) ≤ P(E1) +P(E2) +P(E3). (2.58)

We assume already that ε is small enough so that τ ≥ 1/2. First take

x1 = u/(3c) so that P(E1) ≤ Ce−
1
3
u3
. Then take x2 = u2 which ensures

P(E2) ≤ Ce−
1
3
u3

as well. Finally we take x3 = u2ε1/3 that gives P(E3) ≤
Ce−

1
3
u3
. To satisfy the condition (2.57), it is enough to take ε = δu−2 with

δ small enough (independent of u). Finally, note that (2.56) implies that

u ≪ N
1
14 .

To complete the proof of Theorem 2.7 we need to obtain a bound on the
event B(τ, v).

Lemma 2.11. Assume 2−2/3u−ε2/3 < v < (1−2−2/3)u+ε2/3 and 2−2/3−ε ≤
τ ≤ 1 − ε. For N1/9 ≫ u > 4(1 + C2), there exists a constant δ > 0 small
enough such that with ε = δu−2,

P(B(τ, v)) ≤ e−
1
3
u3+cu2

(2.59)

for some constant c > 0 independent of τ, v. The constant C2 is as in (2.48).
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Proof. For any s1, s2 ∈ R+ ∪ {−∞} we define D(s1, s2) to be the event that
there exist disjoint paths γ1 and γ2 as in the definition of B(τ, v), such that

L(γ1) ≥ 4τN − (v − 1)2

τ
24/3N1/3 + s12

4/3N1/3,

L(γ2) ≥ 4τN − (u− v − 1)2

τ
24/3N1/3 + s22

4/3N1/3.

(2.60)

For s3 ∈ R+ ∪ {−∞}, we define the event

C(s3) = {L̃Sv,L2N
≥ 4(1− τ)N + s32

4/3N1/3}. (2.61)

Recall the constant C2 from (2.48). Like in the proof of Lemma 2.6 we do
a discretization with a fixed width 0 < η < 1 and thus we will not write all
the details. The minor difference is that now we a couple of constraints:

s1 + s3 =
1
τ
(v − 1)2 − η − C2u, s2 + s3 =

1
τ
(u− v − 1)2 − η − C2u. (2.62)

In the discretization of Lemma 2.6, see (2.28), we separated explicitly two
terms, which corresponds taking S2 = −∞ and S3 = −∞. Here we do
the same, but instead of writing those terms separately, we consider subsets
allowing positive numbers and −∞. More precisely, define the set

Θ = {s1, s2, s3 ∈ R+ ∪ {−∞}| s3 ∈ ηZ, s1 ∨ 0 + s3 ∨ 0 = 1
τ
(v − 1)2 − η − C2u

and s2 ∨ 0 + s3 ∨ 0 = 1
τ
(u− v − 1)2 − η − C2u}.

(2.63)
Then

B(τ, v) ⊂
⋃

s1,s2,s3∈Θ
C(s3) ∩D(s1, s2). (2.64)

The number of elements is, for any v with min{v, u−v} ≤ u(1−22/3)+ε2/3

of order u2/τ . Since τ ≥ 1/2 (for ε ≤ 2−2/3 − 1/2), the sum contains O(u2)
many terms. Therefore, using the independence of C(s3) and D(s1, s2),

P(B(τ, v)) ≤ Cu2 max
s1,s2,s3∈Θ

P(C(s3))P(D(s1, s2)). (2.65)

As γ1 and γ2 “occur disjointly”, by the BK (Berg-Kesten) inequality (see e.g.
Theorem 7 of [3] for a statement applicable in the above scenario) we get

P(D(s1, s2)) ≤ P(L(0,0),Sv ≥ 4τN − 1
τ
(v − 1)224/3N1/3 + s12

4/3N1/3)

×P(LI(u),Sv ≥ 4τN − 1
τ
(u− v − 1)224/3N1/3 + s22

4/3N1/3).
(2.66)
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Set Dτ,v = {(τN +k, τN−k)|k ≥ (v−1)(2N)2/3}. Then L(0,0),Sv ≤ L(0,0),Dτ,v

and Lemma A.3 (after rescaling N → τN) leads to

P(L(0,0),Sv ≥ 4τN − 1
τ
(v − 1)224/3N1/3 + s12

4/3N1/3) ≤ Ce
− 4

3

s
3/2
1

τ1/2 (2.67)

and similarly for the bound on the second term in (2.66), so that we have

P(D(s1, s2)) ≤ Ce
− 4

3

s
3/2
1

+s
3/2
2

τ1/2 , (2.68)

for 2 < u ≪ N1/9, 0 < s1, s2 ≪ N2/9.
To estimate P(C(s3)) we divide the segment Sv into pieces of length

(1−τ)2/3(2N)2/3 to which we can apply a rescaled version of Proposition A.5.
We have 2/(1− τ)2/3 ≤ 2/ε2/3 such pieces (we used 1− τ ≥ ε). Using union
bound we then get, for s3(1− τ)−1/3 ≪ N2/3,

P(C(s3)) ≤
Cmax{1, s3(1− τ)−1/3}

ε2/3
e
− 4

3

s
3/2
3

(1−τ)1/2 . (2.69)

Let ε = δu−2 for δ > 0 small enough as in the proof of Lemma 2.10. We have

P(B(τ, v)) ≤ Cu4δ−1 max
s1,s2,s3∈Θ

e
− 4

3

s
3/2
1

+s
3/2
2

τ1/2 e
− 4

3

s
3/2
3

(1−τ)1/2 . (2.70)

Therefore we concentrate now on finding the maximum of

e
− 4

3

s
3/2
1

+s
3/2
2

τ1/2 e
− 4

3

s
3/2
3

(1−τ)1/2 (2.71)

for s1, s2, s3 ∈ Θ. Define s̃3 = s3 + η+C2u. Then for given s3 on Θ, we have

s1 =
(v − 1)2

τ
− s̃3, s2 =

(u− v − 1)2

τ
− s̃3. (2.72)

So we need to maximize

M(v, τ, s3) = −4

3

((v − 1)2/τ − s̃3)
3/2 + ((u− v − 1)2/τ − s̃3)

3/2

√
τ

− 4

3

s
3/2
3√
1− τ

.

(2.73)
In principle, to get the bound on B(τ, v), we would need to find s3 max-

imizing M(v, τ, s3). In the statement we want a bound uniform in τ, v. This
means that we need to maximize the result over τ, v as well. In short, we
maximize M for s3, v, τ and thus we do it in another order. First notice that
for given τ, s3, M(v, τ, s3) is maximized at v = u/2, for which

M(u/2, τ, s3) = −4

3

2((u− 2)2/(4τ)− s̃3)
3/2

√
τ

− 4

3

s
3/2
3√
1− τ

. (2.74)
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Computing the derivative with respect to s3 we get that, for a given τ ,

the maximum is at s∗3 = [(u−2)2−4τ(η+C2u)](1−τ)
τ(4−3τ)

> 0 under the assumption

u ≥ 4(1 + C2) and η < 1. So we get

M(u/2, τ, s∗3) = −4

3

[(u− 2)2 − 4τ(η + C2u)]
3/2

4τ 3/2
√
4− 3τ

≤ −1

3
[(u− 2)2 − 4τ(η + C2u)]

3/2 ≤ −1

3
u3 + cu2

(2.75)

for some constant c > 0. Inserting (2.75) into (2.70) and choosing an appro-
priate new constant c leads to the claimed result.

2.4 Proof of Theorem 2.1

As before, we shall prove the bound first for sufficiently large u, and adjust
c later to deduce the same for all u > 1.

Recall that L∗
N (u) is the rescaled LPP from I(u) to L2N , see (2.4). Let us

use the notations X = L∗
N (0) and Y = L∗

N(u). For j, j
′ ∈ {1, 2, . . . , u−1}, let

Sj
N denote the weight of the maximum weight path πj from (0, 0) to L2n such

that π(t) < j(2N)2/3 for all t, and similarly, let Su,j′

N denote the weight of the
maximum weight path π̃j′ from I(u) to L2n such that π̃j′(t) > (u−j′)(2N)2/3

for all t. Let us also set

Xj = 2−4/3N−1/3(Sj
N − 4N), Yj′ = 2−4/3N−1/3(Su,j′

N − 4N). (2.76)

For notational convenience, we shall also write X0 = Y0 = 0 and Xu = X ,
Yu = Y . Now, writing

X =
u−1∑

j=0

Xj+1 −Xj , Y =
u−1∑

j′=0

Yj′+1 − Yj′, (2.77)

and using the bilinearity of covariance it is enough to prove that for some
c > 0 and for all j, j′ ∈ {0, 1, . . . , u− 1}

Cov(Xj+1 −Xj, Yj′+1 − Yj′) ≤ ecu
2

e−
1
3
u3

. (2.78)

Notice first that Xj+1 − Xj and Yj′+1 − Yj′ depend on disjoint sets of
vertex weights and hence are independent unless j + j′ ≥ u − 1. Hence we
only need to consider (j, j′) such that j+j′ ≥ u−1. For such a pair, noticing
X ≥ Xj+1 ≥ Xj and Y ≥ Yj+1 ≥ Yj it follows that

Cov(Xj+1 −Xj , Yj′+1 − Yj′) ≤ E[(X −Xj)(Y − Yj′)]. (2.79)
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For convenience of notation, let Γ1 and Γ2 locally denote the geodesics from
(0, 0) and I(u) respectively to L2N . We define

Aj =
{

sup
0≤t≤2N

Γ1(t) ≥ j(2N)2/3
}
, Bj′ =

{
inf

0≤t≤2N
Γ2(t) ≤ (u− j′)(2N)2/3

}
.

(2.80)
Clearly, (X −Xj)(Y − Yj′) = 0 on the complement of Aj ∩ Bj′ and X −Xj

and Y −Yj′ are positive random variable with super-exponential (uniform in
j, j′) tails (indeed we can just use the upper tail bounds for X and Y ). Using
the notation ‖X‖p = E(|X|p)1/p and the fact that the p-th norm of the of
random variables with super-exponential tails can grow at most linearly in
p, we know that there exists a constant C such that for all j, j′ and all p ≥ 1
||X −Xj ||p, ||Y − Yj′||p ≤ Cp. Using the Hölder inequality we have

E[(X −Xj)(Y − Yj′)] ≤ ||1Aj∩Bj′ ||q||(X −Xj)(Y − Yj′)||p (2.81)

where p−1 + q−1 = 1. By the Cauchy-Schwarz inequality

||(X −Xj)(Y − Yj′)||p ≤ ||X −Xj ||2p||Y − Yj′||2p ≤ Cp2 (2.82)

for some new constant C > 0. It therefore follows that

E[(X −Xj)(Y − Yj′)] ≤ C ′p2P(Aj ∩ Bj′)
1/q. (2.83)

for p, q ≥ 1 with p−1 + q−1 = 1.
By Lemma 2.12 below, we have

P(Aj ∩ Bj′) ≤ e−
1
3
u3+cu2

(2.84)

for some c > 0. We choose p = u so that 1/q = 1 − 1
u
. Therefore, plugging

(2.84) in (2.83) it follows that

E[(X −Xj)(Y − Yj′)] ≤ Cu2e(cu
2−u3/3)(1− 1

u
) ≤ e−

1
3
u3+c′u2

(2.85)

for some new constant c′. This establishes (2.78) and Theorem 2.1 follows
by summing over (j, j′).

Lemma 2.12. In the above set-up, for u large enough and j + j′ ≥ u− 1 we
have

P(Aj ∩ Bj′) ≤ e−
1
3
u3+cu2

(2.86)

for some c > 0.
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Proof. Notice first that arguing as in the proof of Lemma 2.8, if j ≥ 2−2/3u
then P(Aj) ≤ e−

1
3
u3+cu2

and similarly if j′ ≥ 2−2/3u then P(Bj′) ≤ e−
1
3
u3+cu2

.
Therefore it suffices to consider only the cases max{j, j′} ≤ 2−2/3u. This,
together with j+j′ ≥ u−1 also implies that min{j, j′} ≥ (1−2−2/3)u−1 > 0
for u sufficiently large.

Observe now that

P(Aj ∩Bj′) ≤ P(Γ1 ∩ Γ2 6= ∅) +P(Aj ∩Bj′ ∩ {Γ1 ∩ Γ2 = ∅}). (2.87)

By Theorem 2.7 it follows that the first term is upper bounded by e−
1
3
u3+cu2

and hence it suffices to show that

P(Aj ∩ Bj′ ∩ {Γ1 ∩ Γ2 = ∅}) ≤ e−
1
3
u3+cu2

(2.88)

for some c > 0.
Since the two geodesics do not intersect, we would like to use the BK

inequality to get an upper bound. However, we can not do it directly, since
the property of being a geodesic depends on all the random variables and not
on subsets. We therefore would show something similar for any paths which
are of typical length. First, we need to approximate the events Aj and Bj′.

For ε > 0 to be chosen later, let Ãj denote the event that there exists
k ∈ {1, 2, . . . , 1

ε
} such that Γ1(2kεN) ≥ (j − 1)(2N)2/3. Similarly, let B̃j′

denote the event that there exists k ∈ {1, 2, . . . , 1
ε
} such that Γ2(2kεN) ≤

(u− j′ + 1)(2N)2/3. By choosing ε = δu−3/2 for δ sufficiently small but fixed
and arguing as in the proof of Theorem 2.3 it follows that

P(Aj \ Ãj),P(Bj′ \ B̃j′) ≤ e−
1
3
u3+cu2

. (2.89)

Therefore (2.88) reduces to showing

P(Ãj ∩ B̃j′ ∩ {Γ1 ∩ Γ2 = ∅}) ≤ e−
1
3
u3+cu2

(2.90)

for some c > 0.
Let C2 be such that (using Lemma A.1)

P(X ≤ −C2u) = P(Y ≤ −C2u) ≤ e−
1
3
u3

. (2.91)

Observe that on Ãj∩ B̃j′ ∩{Γ1∩Γ2 = ∅}∩{X > −C2u}∩{Y > −C2u} there
exist disjoint paths γ1 and γ2 from (0, 0) and I(u) respectively to L2N with
L(γ1), L(γ2) ≥ 4N − C2u2

4/3N1/3 such that there exist k1, k2 ∈ {1, 2, . . . , 1
ε
}

with γ1(2k1εN) ≥ (j − 1)(2N)2/3 and γ2(2k2εN) ≤ (u − j′ + 1)(2N)2/3. By
using the BK inequality as before we get that

P(Ãj ∩ B̃j′ ∩ {Γ1 ∩ Γ2 = ∅}) ≤ P(Âj)P(B̂j′) + 2e−
1
3
u3

(2.92)
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where Âj denotes the event that there exists a path γ1 from (0, 0) to L2N

satisfying L(γ1) > 4N − C2u2
4/3N1/3 and γ1(2kεN) ≥ (j − 1)(2N)2/3 for

some k and B̂j′ denotes the event that there exists a path γ2 from I(u) to
L2N satisfying L(γ2) > 4N−C2u2

4/3N1/3 and γ2(2kεN) ≤ (u−j−1)(2N)2/3

for some k. We claim that

P(Âj) ≤ ecu
2

e−
4
3
(j−1)3 , P(B̂j) ≤ ecu

2

e−
4
3
(j′−1)3 . (2.93)

Postponing the proof of (2.93) for now, let us first complete the proof of the
lemma. By Jensen’s inequality together with j + j′ ≥ u− 1 it follows that

(j − 1)3 + (j′ − 1)3 ≥ 1

4
(j + j′ − 2)3 ≥ (u− 3)3

4
(2.94)

and hence
P(Âj)P(B̂j′) ≤ e−

1
3
u3+cu2

(2.95)

for some c > 0. This, together with (2.92) establishes (2.90).
To conclude the proof we show (2.93). The idea is to follow the proof

of Lemma 2.6. However the first bound (2.19) in that proof applies only to
geodesics, while here we have to show it for any paths with a length larger
that 4N − C2u2

4/3N1/3. We will prove that for any path γ1 satisfying the
conditions of Âj , for any τ ∈ {ε, 2ε, . . . , 1}

P(γ1(2τN) ≥ M(2N)1/3) ≤ Cu2e−
4
3
u3

(2.96)

for M =
√
C2u+ u2. Then the rest of the proof of Lemma 2.6 applies, except

that the sum in (2.24) goes until M − u− 1.
DenoteK(v) = (τN, τN)+v(2N)2/3(1,−1) and divide the possible points

where γ1 crosses the line L2τN as

{K(v), v ∈ [M, τN
(2N)2/3

]} = I0

N1/10−1⋃

ℓ=M

Iℓ, (2.97)

with I0 = {K(v), v ∈ [N1/10, τN
(2N)2/3

]} and Iℓ = {K(v), v ∈ [ℓ, ℓ + 1)}. Then
we have, for any choice of Aℓ and Bℓ = 4N − C2u2

4/3N1/3 − Aℓ,

P(γ1(2τN) ≥ M(2N)1/3) ≤
∑

ℓ

P

(
L(0,0),Iℓ + LIℓ,L2N

≥ 4N − C2u2
4/3N1/3

)

≤
∑

ℓ

P

(
L(0,0),Iℓ ≥ Aℓ

)
+P

(
L(0,0),Iℓ ≥ Bℓ

)
.

(2.98)
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By rescaling Lemma A.3, for s1 ≪ (τN)2/9 and u ≪ (τN)1/9

P

(
L(0,0),Iℓ > 4τN − ℓ2

τ
24/3N1/3 + s1τ

1/324/3N1/3
)
≤ Ce−

4
3
s
3/2
1 ,

P

(
L(0,0),I0 > 4τN − N1/5

τ
24/3N1/3 + s1τ

1/324/3N1/3
)
≤ Ce−

4
3
s
3/2
1 ,

(2.99)

and by rescaling Proposition A.5 (and union bound on (1 − τ)−2/3 subseg-
ments per (2N)2/3-length), for s2 ≪ (1− τ)2/3N2/3, we get

P

(
LIℓ,L2N

> 4(1− τ)N + s2(1− τ)1/324/3N1/3
)
≤ Cs2(1− τ)−2/3e−

4
3
s
3/2
2 ,

P

(
LI0,L2N

> 4(1− τ)N + s2(1− τ)1/324/3N1/3
)
≤ Cs2N

1/3(1− τ)−2/3e−
4
3
s
3/2
2 .

(2.100)

We take, with αℓ = − ℓ2(1−τ)1/3+C2uτ4/3

((1−τ)1/3+τ1/3)τ
, Aℓ = 4τN + αℓ2

4/3n1/3. Setting

ℓ = M + ℓ̃, we get

s1 = s2 =
ℓ2 − C2uτ

((1− τ)1/3 + τ 1/3)τ
≥ u2 + ℓ̃2. (2.101)

From this, it follows that

P

(
L(0,0),Iℓ ≥ Aℓ

)
+P

(
L(0,0),Iℓ ≥ Bℓ

)
≤ 2Cδ−2/3uℓ2e−

4
3
u3

e−
4
3
(ℓ−M)3/2 (2.102)

and thus
∑N1/10−1

ℓ=M (2.102) ≤ C ′δ−2/3u2e−
4
3
u3
, while for ℓ = 0 it is of an

order O(e−
4
3
N3/20

) smaller. Applying union bound on the ε−1 = u3/2/δ time
intervals and the estimate (2.96), we get that any path in Âj is localized
within a distance M(2N)1/3 with probability at least 1− Ce−u3

.

3 Lower Bound

In this section we prove the lower bound of Theorem 1.1.

Theorem 3.1. There exist a constant c > 0 such that

Cov(A1(0),A1(u)) ≥ e−cu ln(u)e−
4
3
u3

. (3.1)

We begin explaining the strategy of the proof. Hoeffding’s covariance
identity [37], which comes from integration by parts on R+ and R− separately,
states that

Cov(X, Y ) =

∫

R

ds1

∫

R

ds2 [P(X ≤ s1, Y ≤ s2)−P(X ≤ s1)P(Y ≤ s2)] .

(3.2)
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We therefore define the following functions

F (u; s1, s2) = P (A1(0) ≤ s1,A1(u) ≤ s2) ,

f(s) = P (A1(0) ≤ s) = P (A1(u) ≤ s) ,
(3.3)

where in the last equality we used the stationarity of A1. As we would like
to use (3.2) with X = A1(0) and Y = A1(u), we are interested in finding the
asymptotic behavior of

F (u; s1, s2)− f(s1)f(s2) as u → ∞. (3.4)

As u → ∞, the random variables A1(0) and A1(u) become independent of
each other; thus we define E through

F (u; s1, s2) = f(s1)f(s2)(1 + E(u; s1, s2)), (3.5)

where E → 0 when u → ∞ (at least for s1 and s2 independent of u). Using
(3.5) in (3.4) and (3.2) we obtain

Cov(A1(0),A1(u)) =

∫

R

ds1

∫

R

ds2f(s1)f(s2)E(u; s1, s2) (3.6)

Next, by the FKG inequality, see Lemma 3.2 below, the integrand in (3.6) is
positive for all u ≥ 0. We can therefore restrict the integration in (3.6) to a
compact subset of R2 to obtain the following lower bound

Cov(A1(0),A1(u)) ≥
∫ β

α

ds1

∫ β

α

ds2f(s1)f(s2)E(u; s1, s2) (3.7)

for any choice of α < β.
Thus the goal of the computations below is to show that E is of order

e−
4
3
u3

times a subleading term for s1, s2 in some chosen intervals of size O(1)
where f(s1) and f(s2) are bounded away from 0.

As mentioned in the introduction, the strategy taken by Widom in [57],
where he obtained the first order terms in the asymptotics of F (u; s1, s2),
cannot be fully applied for the Airy1 process. The strategy can be followed
only until Lemma 3.3, to get an expression of E(u; s1, s2) as a Fredholm

determinant of some operator with scalar kernel K̃. It is from here that
our proof deviates from the one in [57]. In [57], the author used known
identities related to the Airy2 kernel, to obtain an expression for the trace
of K̃, which turns out to be of the simple form −f ′(s1)

f(s1)
f ′(s2)
f(s2)

u−2 + O(u−4).
As such identities are not known for the Airy1 kernel, we compute the trace
through the steepest descent method. To compute the covariance one needs
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to integrate f(s1)f(s2)E(u; s1, s2) over R
2 (see (3.6)). For the Airy2 case,

one then has f(s1)f(s2)E(u; s1, s2) = −f ′(s1)f
′(s2)u

−2 + O(u−4), while in
the case of the Airy1 the function E(u; s1, s2) has no simple asymptotic form.
Hence direct computation of the integral seems a difficult task. To overcome
this, we restrict the integration in (3.6) to a compact interval. The trick here
is to use the FKG inequality applied to the prelimiting LPP model.

Lemma 3.2. For any s1, s2 ∈ R,

P(A1(0) ≤ s1,A1(u) ≤ s2)−P(A1(0) ≤ s1)P(A1(u) ≤ s2) ≥ 0. (3.8)

Proof. Recalling the notation from (2.4), notice that both L∗
N(0) and L∗

N (u)
are increasing function of the weights ωi,j ∼ exp(1) (and they depend only
on finitely many vertex weights). For any t1, t2 it therefore follows that the
events {L∗

N(0) ≤ t1} and {L∗
N(u) ≤ t2} are both decreasing and hence by the

FKG inequality they are positively correlated (note that the FKG inequality
is often stated for measures on finite distributive lattices satisfying the FKG
lattice condition, but more general versions for product measures on finite
products of totally ordered measure spaces applicable in the above scenario
are available; see e.g. Lemma 2.1 of [43] or Corollary 2 of [42]), and therefore

P(L∗
N(0) ≤ t1, L

∗
N (u) ≤ t2)−P(L∗

N (0) ≤ t1)P(L
∗
N (u) ≤ t2) ≥ 0. (3.9)

Using that the Airy1 process is a scaling limit of L∗ (see (2.5)), the proof is
complete.

We first derive an expression for E(u; s1, s2). Let us begin with the Fred-
holm representation of the function F . We have from [19, 29, 52]

F (u; s1, s2) = det(1−K) (3.10)

where K is a 2× 2 matrix kernel

K =

(
K1,1 K1,2

K2,1 K2,2

)
(3.11)

with entries given by the extended kernel of the Airy1 process [19, 29, 52]

K1,1(x, y) = 1[x>s1]1[y>s1] Ai(x+ y),

K1,2(x, y) = 1[x>s1]1[y>s2]

(
Ai(x+ y + u2)e(x+y)u+

2
3
u3 − e−(x−y)2/4u

√
4πu

)
,

K2,1(x, y) = 1[x>s2]1[y>s1] Ai(x+ y + u2)e−(x+y)u−2
3
u3

,

K2,2(x, y) = 1[x>s2]1[y>s2] Ai(x+ y),

(3.12)
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where Ai denotes the Airy function. Also, for the one-point distributions, we
have f(si) = det(1−Ki,i) for i = 1, 2.

The first step is the following result.

Lemma 3.3. With the above notations

1 + E(u; s1, s2) = det(1− K̃) (3.13)

where
K̃ = (1−K1,1)

−1K1,2(1−K2,2)
−1K2,1. (3.14)

Proof. Similar to [57], we compute

det

(
1−

(
K1,1 K1,2

K2,1 K2,2

))
= det

(
1−

(
K1,1 0
0 K2,2

)
−
(

0 K1,2

K2,1 0

))

= det

(
1−

(
K1,1 0
0 K2,2

))

× det

(
1−

(
(1−K1,1)

−1 0
0 (1−K2,2)

−1

)(
0 K1,2

K2,1 0

))

= det(1−K1,1) det(1−K2,2) det

(
1−

(
0 −G

−H 0

))
,

(3.15)
where we set G = −(1−K1,1)

−1K1,2 and H = −(1−K2,2)
−1K2,1. Moreover,

det

(
1 G
H 1

)
= det

((
1 G
H 1

)(
1 0

−H 1

))
= det(1−GH), (3.16)

where
GH = (1−K1,1)

−1K1,2(1−K2,2)
−1K2,1. (3.17)

Since det(1−Kℓ,ℓ) = f(sℓ), for ℓ = 1, 2 as we mentioned above, (3.13) follows
from (3.5).

Next we would like to approximate the Fredholm determinant in (3.13)
by that of a simpler kernel.

Proposition 3.4. Let us define

R1(u; s1, s2) := det(1− K̃)− det(1−K1,2K2,1). (3.18)

Then, for any s1, s2 ≥ 0, there exists a constant C2 > 0 such that

|R1(u; s1, s2)| ≤
C2e

−min{s1,s2}

u2
e−

4
3
u3−2(s1+s2)u. (3.19)

for any u ≥ max{1
2
,
√
s1 + s2}.

The proof of this proposition is in Section 3.3.
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3.1 The leading term

Lemma 3.3 and Proposition 3.4 suggest

E(u; s1, s1) ∼ det(1−K1,2K2,1)− 1 as u → ∞. (3.20)

For a trace class operator K, the Fredholm determinant is given by

det(1−K) =

∞∑

n=0

(−1)n

n!

∫

Rn

dx1 · · · dxn det[K(xi, xj)]
n
i,j=1. (3.21)

When K = K1,2K2,1, this translates to

det(1−K1,2K2,1) = 1− tr
(
K1,2K2,1

)
+R2(u; s1, s2), (3.22)

where tr
(
K1,2K2,1

)
=

∫
R
dx

∫
R
dyK1,2(x, y)K2,1(y, x) and

R2(u; s1, s2) =

∞∑

n=2

(−1)n

n!

∫ ∞

s1

· · ·
∫ ∞

s1

dx1 · · · dxn det[K1,2K2,1(xi, xj)]
n
i,j=1.

(3.23)
From (3.12), it is clear that the upper tail of K1,2K2,1 in either variables,
is determined by that of the function Ai, which is known to decay super-
exponentially, see (A.2). As each of the determinants in (3.23) is a sum of
products of elements of the order of tr

(
K1,2K2,1

)
, one expects the latter to

dominate R2 and therefore that

det(1−K1,2K2,1) ∼ 1− tr(K1,2K2,1) (3.24)

if tr(K1,2K2,1) is small.
Let us move on to the computation of tr(K1,2K2,1). We write the kernel

entries (K1,2K2,1)(x, y) as well as its trace using complex integral representa-
tions, which will then be analyzed. We start with the following identities (see
e.g. Appendix A of [6] for the first and last, while the second is a standard
Gaussian integral)

1

2πi

∫

γa

dξe−ξ3/3+uξ2+xξ = Ai(x+ u2)e
2
3
u3+ux,

1

2πi

∫

γa

dξeuξ
2+xξ =

e−
x2

4u√
4πu

,

1

2πi

∫

γb

dηe
η3

3
−uη2−xη = Ai(x+ u2)e−

2
3
u3−ux,

(3.25)
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where

γa = a+ iR for a < u (3.26)

γb = b+ iR for b > u. (3.27)

Plugging these identities into (3.12) we can write

K1,2(x, y) = 1x>s11y>s2

1

2πi

∫

γa

dξ
[
e−ξ3/3+uξ2+(x+y)ξ − euξ

2+(x−y)ξ
]
,

K2,1(x, y) = 1x>s21y>s1

1

2πi

∫

γb

dηe
η3

3
−uη2−(x+y)η.

(3.28)

This leads to the following representation of the kernel K1,2K2,1:

(K1,2K2,1)(x, y) =

∫

R

dzK1,2(x, z)K2,1(z, y)

=
1x>s11y>s1

(2πi)2

∫

γa

dξ

∫

γb

dηeuξ
2+xξe

η3

3
−uη2−yη

[
e−

ξ3

3
−s2(η−ξ)

η − ξ
− e−s2(η+ξ)

η + ξ

]
.

(3.29)
Setting x = y and integrating over x (on [s1,∞) due to the indicator func-
tions) we get

tr(K1,2K2,1) =
1

(2πi)2

∫

γa

dξ

∫

γb

dη e
η3

3
−uη2−(s1+s2)η

1

η − ξ

×
[
e−ξ3/3+uξ2+(s1+s2)ξ

1

η − ξ
− euξ

2+(s1−s2)ξ
1

ξ + η

]
.

(3.30)

We begin with determining the asymptotic behavior of tr(K1,2K2,1).

Proposition 3.5. For all 0 ≤ s1, s2 ≤
√
u,

− tr(K1,2K2,1) =
1

16πu4
e−2(s1+s2)u− 4

3
u3 [

s1s2 +O(u−1/4)
]

(3.31)

as u → ∞.

Proof. To get the asymptotic behavior of the trace, we need to choose the
parameters a, b in the integration contours. We do it in a way that the domi-
nant parts in the exponents of the contour integrals in (3.30) are minimized.

(3.30) =
1

(2πi)2

∫

γa

dξ1

∫

γb

dη e
η3

3
−uη2−(s1+s2)ηe−ξ31/3+uξ21+(s1+s2)ξ1

1

(η − ξ1)2

− 1

(2πi)2

∫

γa

dξ2

∫

γb

dη e
η3

3
−uη2−(s1+s2)ηeuξ

2
2+(s1−s2)ξ2

1

(ξ2 + η)(η − ξ2)
.

(3.32)
Now we need to choose the parameters a, b. For that reason we search for

the minimizers of the different exponents in (3.32):
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(a) for
d

dξ1

(
− ξ31

3
+ uξ21 + (s1 + s2)ξ1

)
= 2uξ1 − ξ21 = 0, (3.33)

which is solved for ξ1 = u −
√
u2 + s1 + s2 =: a1 or ξ1 = u +√

u2 + s1 + s2. The solution which satisfy the constraint Re(ξ1) < u in
(3.26) is also the minimum.

(b) For
d

dξ2

(
uξ22 + (s1 − s2)ξ2

)
= 2uξ2 + (s1 − s2) (3.34)

we see that ξ2 = (s2 − s1)/(2u) =: a2 is the minimum.

(c) Similarly,

d

dη

(η3
3

− uη2 − (s1 + s2)η
)
= η2 − 2uη − (s1 + s2) = 0, (3.35)

has the minimum is at η = u+
√
u2 + s1 + s2 =: b satisfies Re(η) > u.

So let us use the following change of variables

ξ1 = a1 +
z√
u
, ξ2 = a2 +

z√
u
, η = b+

w√
u

(3.36)

with z, w ∈ iR into (3.32). The two terms are analyzed in the same way, thus
we write the details only for the first one.

Denote σ = (s1 + s2)/u
2 ≤ 2u−3/2 and consider the first term in (3.32).

We have

e
η3

3
−uη2−(s1+s2)ηe−

1
3
ξ31+uξ21+(s1+s2)ξ1 = e−

4
3
u3(1+σ)3/2e

√
1+σ(w2+z2)e

w3−z3

3u3/2

= e−
4
3
u3−2(s1+s2)u− (s1+s2)

2

2u
(1+O(σ))e(z

2+w2)(1+O(σ;zu−3/2;wu−3/2))
(3.37)

and for the prefactor3

1

(η − ξ1)2
=

1

4u2
(1 +O(zu−3/2;wu−3/2; σ)). (3.38)

Each term in the exponential which is cubic in z, w ∈ iR is purely imaginary,
thus its exponential is bounded by 1. Furthermore, the quadratic terms
in z and w have a positive prefactor

√
1 + σ ≥ 1. Thus integrating over

|z| > u1/4 and/or |w| > u1/4 we get a correction term of order e−
√
u times the

3The notation O(a1; ... ; ak) stands for O(a1) + ...+O(ak).
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value of the integrand at z = w = 0. For the rest of the integral, for which
|z|, |w| ≤ u1/4, the error terms O(zu−3/2;wu−3/2; σ) = O(u−5/4).

So the first term in (3.32) is given by

e−
4
3
u3−2(s1+s2)u− (s1+s2)

2

2u
(1+O(σ))

4u3

[
O(e−

√
u)

+
(1 +O(u−5/4))

(2πi)2

∫ iu1/4

−iu1/4

dz

∫ iu1/4

−iu1/4

dwe(z
2+w2)(1+O(u−5/4))

]
. (3.39)

Finally, extending the Gaussian integrals to iR, we get an error term O(e−
√
u)

only and using
1

(2πi)2

∫

iR

dz

∫

iR

dw ew
2+z2 =

1

4π
(3.40)

we get

(3.39) =
e−

4
3
u3−2(s1+s2)u− (s1+s2)

2

2u
(1+O(σ))

16πu3
(1 +O(u−5/4))

=
e−

4
3
u3−2(s1+s2)u

16πu3

[
1− (s1 + s2)

2

2u
+O(u−5/4)

] (3.41)

A similar computation for the second term in (3.32) leads to

−e−
4
3
u3−2(s1+s2)u

16πu3

[
1− s21 + s22

2u
+O(u−5/4)

]
. (3.42)

Summing up (3.41) and (3.42) we obtain

− tr(K1,2K2,1) =
e−

4
3
u3−2(s1+s2)u

16πu4

[
s1s2 +O(u−1/4)

]
. (3.43)

3.2 Bounding lower order terms

To show (3.24) we need to get a bound on R2(u; s1, s2) from (3.23), which is
o(tr

(
K1,2K2,1

)
).

Proposition 3.6. There exists a constant C > 0 such that

|R2(u; s1, s2)| ≤
C

u6
e−4(s1+s2)ue−

8
3
u3

(3.44)

uniformly in s1, s2 ∈ R.
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Proof. In (3.29) we use the change of variables

ξ =
z√
u
, η = 2u+

w√
u
, (3.45)

where z, w ∈ iR. This leads to

(3.29) = 1x>s11y>s1

e−
4
3
u3−2u(s2+y)

(2πi)2u

∫

iR

dz

∫

iR

dwez
2+w2

P (z, w, x, y) (3.46)

with

P (z, w, x, y) = e
xz√
u
+ w3

3u3/2
− wy√

u

[
e
− z3

3u3/2
−s2

w−z√
u

2u+ w−z√
u

− e
−s2

z+w√
u

2u+ z+w√
u

]
. (3.47)

Since x, y ∈ R and z, w ∈ iR, we get the simple bound |P (z, w, x, y)| ≤ 1
u
,

while ez
2+w2

is real. Performing the Gaussian integral we then get

|(3.46)| ≤ 1x>s11y>s1

e−
4
3
u3−2(s2+y)u

4πu2
. (3.48)

Let K = K1,2K2,1. Hadamard’s inequality4 gives

| det[K(xi, xj)]
n
i,j=1| ≤ nn/2

n∏

j=1

e−
4u3

3
−2(xj+s2)u

1xj>s1

4πu2
(3.49)

so that

∣∣∣∣
∫

x1≥s1

dx1 · · ·
∫

xn≥s1

dxn det[K(xi, xj)]
n
i,j=1

∣∣∣∣ ≤ nn/2

(
e−

4u3

3
−2(s1+s2)u

8πu3

)n

.

(3.50)

Denote M = e−
4u3

3 −2(s1+s2)u

8πu3 . Then there exists C > 0 such that

|R2(u; s1, s2)| ≤
∞∑

n=2

Mnnn/2

n!
≤ CM2 ≤ Cu−6e−

8u3

3
−4(s1+s2)u. (3.51)

This completes the proof.

We have now all the ingredients to complete the proof of Theorem 3.1.

4Let A be a n× n matrix with |Ai,j | ≤ 1. Then | det(A)| ≤ nn/2.

34



Proof of Theorem 3.1. We have

F (u; s1, s2)
(3.13)
= f(s1)f(s2) det(1− K̃)

(3.19)
= f(s1)f(s2)[det(1−K1,2K2,1) +R1(u; s1, s2)]

(3.22)
= f(s1)f(s2)[1− tr(K1,2K2,1) +R(u; s1, s2)],

(3.52)

where
R(u; s1, s2) = R1(u; s1, s2) +R2(u; s1, s2). (3.53)

It follows that

F (u; s1, s2)− f(s1)f(s2) = −f(s1)f(s2) tr(K1,2K2,1) + f(s1)f(s2)R(u; s1, s2).
(3.54)

We shall apply the lower bound (3.7) for the covariance for an appropri-
ate choice of α = α(u) and β = β(u) such the contribution of error term
f(s1)f(s2)R(u; s1, s2) is of a subleading order.

We shall choose α > 0 depending on u and for concreteness set β = α+1.
Thus we integrate over a region of area 1. By Proposition 3.6, the error term
R2(u; s1, s2) is much smaller than the leading term coming from the trace,

see Proposition 3.5 (of order e−
4
3
u3

smaller) for s1, s2 ≪ u2. However, the
exponential term in u in the error bound of R1(u; s1, s2) coming from (3.19) is

of the same order, namely e−2(s1+s2)u− 4
3
u3
. The difference is that in the trace

we have a prefactor ∼ s1s2
u4 , while in the bound for R1 we have a prefactor

∼ e−min{s1,s2}

u2 . Thus, in order to ensure that the contribution from R1 is
subleading, we can take s1, s2 ∼ c ln(u) for any c ≥ 3. Therefore choosing α =
3 ln(u) and using the fact that for all x ≥ 0, (x) = FGOE(2

2/3x) is bounded
away from 0 (in fact, one can numerically check f(x) = FGOE(2

2/3x) ∈
[FGOE(0), 1] = [0.83..., 1]), we finally get the claimed result.

3.3 Proof of Proposition 3.4

To prove Proposition 3.4, we begin with the following well known bound (see
e.g. Lemma 4(d), Chapter XIII.17 of [51])

| det(1− K̃)− det(1−K1,2K2,1)| ≤ ‖Q‖1e‖Q‖1+2‖K1,2K2,1‖1+1. (3.55)

where Q = K̃ −K1,2K2,1, where ‖ · ‖1 is the trace-norm (see e.g. [55]). From
Lemmas 3.10 and 3.11 below, the exponent in the display above is bounded
and the result follows.

In the remainder of this section we prove the two results Lemma 3.10
and Lemma 3.11 used above. We first need to prove some auxiliary bounds.
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From the identity

(1−K1,1)
−1 = 1+ (1−K1,1)

−1K1,1 (3.56)

we see that

Q =K̃ −K1,2K2,1 = (1−K1,1)
−1K1,1K1,2(1−K2,2)

−1K2,2K2,1

+K1,2(1−K2,2)
−1K2,2K2,1 + (1−K1,1)

−1K1,1K1,2K2,1.
(3.57)

Recall that from (3.55) we need to bound ‖Q‖1. Thus it is enough to bound
the ‖ · ‖1-norm of each of the terms on the right hand side of (3.57). Since
K1,2(x, y) is not decaying as x = y → ∞, we could either work in weighted
L2 spaces, or as we do here, introduce some weighting in the kernel elements.
Namely define

K̄L
1,2(x, y) = e−

x
2K1,2(x, y), K̄R

1,2(x, y) = K1,2(x, y)e
− y

2 ,

K̄1,1(x, y) = K1,1(x, y)e
y
2 , K̄2,2(x, y) = e

x
2K2,2(x, y).

(3.58)

Also, we use the norm inequalities ‖AB‖1 ≤ ‖A‖2‖B‖2 and ‖A‖2 ≤ ‖A‖1,
with ‖·‖2 the Hilbert-Schmidt norm given by ‖K‖2 =

( ∫
dxdy(K(x, y))2

)1/2

.

These norm inequalities, the fact that Ki,i and (1−Ki,i)
−1 commute and

the identity K1,1K1,2 = K̄1,1K̄
L
1,2 lead to

‖(1−K1,1)
−1K1,1K1,2K2,1‖1 ≤ ‖(1−K1,1)

−1‖2‖K̄1,1‖2‖K̄L
1,2‖2‖K2,1‖2. (3.59)

Moreover, using K1,2K2,2 = K̄R
1,2K̄2,2, we get

‖K1,2(1−K2,2)
−1K2,2K2,1‖1 = ‖K1,2K2,2(1−K2,2)

−1K2,1‖1
≤ ‖K̄R

1,2‖2‖K̄2,2‖2‖(1−K2,2)
−1‖2‖K2,1‖2,

(3.60)
and finally

‖(1−K1,1)
−1K1,1K1,2(1−K2,2)

−1K2,2K2,1‖1
≤ ‖(1−K1,1)

−1‖2‖K̄1,1‖2‖K̄L
1,2‖2‖(1−K2,2)

−1‖2‖K2,2‖2‖K2,1‖2.
(3.61)

We turn to bound each of the terms on the right hand side of each of the
inequalities in (3.59)-(3.61).

We also use the following change of variables: for a, b ∈ R, define

ω = (x− a) + (y − b), ζ = (x− a)− (y − b), (3.62)

which give x = a + 1
2
(ω + ζ) and y = b + 1

2
(ω − ζ). So the integral over

(x, y) ∈ [a,∞) × [b,∞) becomes an integral over (ω, ζ) with ω ≥ 0 and
ζ ∈ [−ω, ω].
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Lemma 3.7. Uniformly for all s1, s2 ≥ 0,

‖Ki,i‖2 ≤ 1
2
e−2si, ‖K̄i,i‖2 ≤ e−si, ‖(1−Ki,i)

−1‖2 ≤ 2, (3.63)

for i ∈ {1, 2}.

Proof. The bounds for i = 1 and i = 2 are fully analogous, thus we restrict
to the case i = 1 here. To bound ‖K1,1‖22 we use (A.3) which gives

‖K1,1‖22 =
∫ ∞

s1

dx

∫ ∞

s1

dy
[
Ai(x+ y)

]2 ≤
∫ ∞

s1

dx

∫ ∞

s1

dye−2(x+y) ≤ 1
4
e−4s1.

(3.64)
Thus ‖K1,1‖2 ≤ 1

2
e−2s1 . Similarly

‖K̄1,1‖22 =
∫ ∞

s1

dx

∫ ∞

s1

dy
[
e

y
2 Ai(x+ y)

]2 ≤
∫ ∞

s1

dx

∫ ∞

s1

dye−(x+2y) = 1
2
e−3s1 ,

(3.65)
which implies the second bound in (3.63). Finally using

‖1−Ki,i‖−1
2 ≤ (1− ‖Ki,i‖2)−1, (3.66)

which holds whenever ‖Ki,i‖2 < 1, we get the last inequality.

Lemma 3.8. For s1, s2 ≥ 0 and u > 0

‖K2,1‖2 ≤
1

2u3/2
exp

[
− 2(s1 + s2)u− 4

3
u3
]
. (3.67)

Proof. Using the change of variables (3.62) with a = s2, b = s1, it follows
that

‖K2,1‖22 =
∫ ∞

s2

dx

∫ ∞

s1

dy
[
Ai(x+ y + u2)

]2
e−2(x+y)u−4

3
u3

= 2

∫ ∞

0

dω

∫ ω

−ω

dζ
[
Ai(ω + s1 + s2 + u2)

]2
e−2(ω+s1+s2)u−4

3
u3

,

(3.68)

where we used that the Jacobian of the transformation in (3.62) is 2.
Next using (A.5) (with x = ω + s1 + s2) we get

(3.68) = 4e−2(s1+s2)u−4
3
u3

∫ ∞

0

dω
[
Ai(ω + s1 + s2 + u2)

]2
ωe−2ωu

≤ 4e−4(s1+s2)u−8
3
u3

u

∫ ∞

0

dω ωe−4ωu =
1

4u3
e−4(s1+s2)u−8

3
u3

.

(3.69)
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Lemma 3.9. For s1, s2 ≥ 0, there exists a constant C1 > 0 such that

‖K̄R
1,2‖2, ‖K̄L

1,2‖2 ≤
C1√
u
e−s1/2 (3.70)

for all u ≥ √
s1 + s2.

Proof of Lemma 3.9. By symmetry in x, y the bounds for ‖K̄L
1,2‖22 and for

‖K̄R
1,2‖22 are the same. So we consider ‖K̄L

1,2‖22 only. Using (A − B)2 ≤
2(A2 +B2) we get

‖K̄L
1,2‖22 =

∫ ∞

s1

dx

∫ ∞

s2

dye−x
[
Ai(x+ y + u2)e(x+y)u+

2
3
u3 − e−(x−y)2/4u

√
4πu

]2

≤ 2

∫ ∞

s1

dx

∫ ∞

s2

dye−x
[
(Ai(x+ y + u2))2e2(x+y)u+

4
3
u3

+
e−(x−y)2/2u

4πu

]
.

(3.71)
The second term in (3.71) can be bounded by integrating in y over R and
then integrating over x ≥ s2. This gives

2

∫ ∞

s1

dx

∫ ∞

s2

dye−xe
−(x−y)2/2u

4πu
≤ 1√

2πu
e−s1. (3.72)

For the first term in (3.71), we use the change of variable (3.62) with a = s1,
b = s2 and obtain

2

∫ ∞

s1

dx

∫ ∞

s2

dye−x(Ai(x+ y + u2))2e2(x+y)u+
4
3
u3

= 4e−s1

∫ ∞

0

dω(Ai(ω + s1 + s2 + u2))2e2(ω+s1+s2)u+
4
3
u3

∫ ω

−ω

dζe−
1
2
(ω+ζ)

≤ 8e−s1

∫ ∞

0

dω(Ai(ω + s1 + s2 + u2))2e2(ω+s1+s2)u+
4
3
u3

(A.4)

≤ 8e−s1

∫ ∞

0

dωe−
4
3
(ω+s1+s2+u2)3/2+2(ω+s1+s2)u+

4
3
u3

.

(3.73)
Let A(ω) = −4

3
(ω + s1 + s2 + u2)3/2 + 2(ω + s1 + s2)u + 4

3
u3. Then for all

s1, s2, u ≥ 0 it is a concave function in ω and thus

A(ω) ≤ A(0) + A′(0)ω

= 2(s1 + s2)u+
4

3
u3 − 4

3
(s1 + s2 + u2)3/2 − 2(

√
s1 + s2 + u2 − u)ω.

(3.74)
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The term independent of ω is always negative. Indeed, x 7→ 4
3
(x + u2)3/2

is convex and thus greater than its linear approximation at x = 0, which is
4
3
u3 + 2ux. So we have

(3.73) ≤ 4e−s1

√
s1 + s2 + u2 − u

≤ 4e−s1

(
√
2− 1)u

, (3.75)

where in the last step we used the assumption that u ≥ √
s1 + s2.

Lemma 3.10. There exists a constant C1 > 0 such that for s1, s2 ≥ 0,

‖K1,2K2,1‖1 ≤
C1

2u2
e−

4
3
u3−2(s1+s2)ues2 ≤ C1

2u2
e−

4
3
u3

(3.76)

for all u ≥ max{1
2
,
√
s1 + s2}.

Proof. Denote
K̄2,1(x, y) = e

x
2K2,1(x, y). (3.77)

Then we have the bound

‖K1,2K2,1‖1 ≤ ‖K̄R
1,2‖2‖K̄2,1‖2. (3.78)

From Lemma 3.9, we get ‖K̄R
1,2‖2 ≤ C1

u1/2 . Furthermore, using (A.5), we have

‖K̄2,1‖22 =
∫ ∞

s2

dx

∫ ∞

s1

dy ex
[
Ai(x+ y + u2)

]2
e−2(x+y)u−4

3
u3

≤ 1

u

∫ ∞

s2

dx

∫ ∞

s1

dy exe−4(x+y)u−8
3
u3 ≤ e−

8
3
u3

e−4(s1+s2)u+s2
1

4u2(4u− 1)

≤ e−
8
3
u3

e−4(s1+s2)u+s2
1

8u3

(3.79)
for all u ≥ 1/2.

We are now ready to bound ‖Q‖1.

Lemma 3.11. Uniformly for s1, s2 ≥ 0, there exists a constant C1 such that

‖Q‖1 ≤
2C1e

−min{s1,s2}

u2
e−2(s1+s2)u−4

3
u3

(3.80)

for all u ≥ max{1
2
,
√
s1 + s2}.
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Proof. Applying the bounds of Lemmas 3.7 and 3.9 to (3.59)-(3.61), we ob-
tain

‖Q‖1 ≤
8C1

u1/2
e−min{s1,s2}‖K2,1‖2 (3.81)

for all s1, s2 ≥ 0 and u as mentioned. Then, applying the bound of Lemma 3.8
leads to

‖Q‖1 ≤
4C1e

−min{s1,s2}

u2
e−2(s1+s2)u−4

3
u3

. (3.82)

A Some tail estimates

Here we collect and, in some cases, prove estimates on tails of the Airy
function and tails of some LPPs (point-to-point and point-to-half line) that
we have used earlier.

A.1 Bounds on Airy functions

The Airy function Ai satisfied the following identity (see e.g. Appendix A
of [6])

1

2πi

∫

γ

dz exp
(z3
3

+ bz2 − zx
)
= Ai(b2 + x)e

2
3
b3+bx (A.1)

for any γ = α + iR with α > −b. The asymptotics of Ai is given by [1]

Ai(x) =
x−1/4

√
π

exp
(
− 2

3
x3/2

)
[1 +O(x−1)] x → ∞ (A.2)

Furthermore, one has the following simple bounds5

|Ai(x)| ≤ e−x, x ∈ R (A.3)

and, see Equation 9.7.15 of [28],

|Ai(x)| ≤ 1

2
√
πx1/4

e−
2
3
x3/2

, x ≥ 0. (A.4)

from which it follows that for all x, u ≥ 0,

|Ai(x+ u2)| ≤ 1√
u
e−

2
3
(x+u2)3/2 ≤ 1√

u
e−

2
3
u3−xu, (A.5)

using that 2
3
(x+ u2)3/2 ≥ 2

3
u3 + ux since y 7→ y3/2 is convex on the positive

real line.
5supx∈R

|Ai(x)| ≤ c = 0.7857 . . . follows by limn→∞ n1/3J[2n+un1/3u](2n) = Ai(u) (see
also (3.2.23) of [1]) and the bound of Landau [44]. For any x ≥ 0.01, the bound (A.4), is
better that the bound in (A.3) and e−0.01 > c.

40



A.2 Bounds on LPP

Lemma A.1 (Theorem 2 of [45]). There exist constants C, c > 0 such that

P(L(0,0),(N+v(2N)2/3 ,N−v(2N)2/3) ≤ 4N − 24/3v2N1/3 − x24/3N1/3) ≤ Ce−cx3

,
(A.6)

for all N2/3 ≫ x > 0 and N1/3 ≫ |v|.
Using Riemann-Hilbert methods like as in the case of geometric and Pois-

sonian LPP, see [4, 5, 8, 9] for the Riemann-Hilbert problem for exponential
LPP, it should be possible to get the optimal constant c as well (expected to
be 1

12
like for the lower tail of the GUE Tracy-Widom distribution function),

but we do not require the optimal constant in the lower tail estimate for our
purposes. A simple corollary is the following.

The following corollary follows from the inequality L(0,0),L2N
≥ L(0,0),(N,N).

Corollary A.2. There exist constants C, c > 0 such that

P(L(0,0),L2N
≤ 4N − x24/3N1/3) ≤ Ce−cx3

, (A.7)

for all N2/3 ≫ x > 0.

Next we would like to have a sharp upper tail moderate deviation es-
timate from the last passage time from (0, 0) to the half line {(N,N) +
v(2N)2/3(1,−1) : v ≥ u}.
Lemma A.3. Let Du = ∪v≥uJ(v) with J(v) = (N,N) + v(2N)2/3(1,−1).
Then, for N1/9 ≫ u > 0 and N2/9 ≫ s > 0,

P(L(0,0),Du ≥ 4N − u224/3N1/3 + s24/3N1/3) ≤ Ce−
4
3
s3/2

smin{√s, u} (A.8)

for some constant C.

Proof. Let L̃ = {(x, y) ∈ Z
2 | x+ y = 0, y ≥ 0}. Then for any a,

P(L(0,0),Du ≥ a) = P(LL̃,J(u) ≥ a). (A.9)

Next we use the well-known connection between TASEP and LPP (see
e.g. Equation (1.15) of [6], which generalizes [38]). In our case, the connection
with TASEP with half-flat initial condition, i.e., xk(0) = −2k for k ≥ 0 are
the positions of TASEP particles at time 0. This gives

P(LL̃,J(u) ≥ t) = P(xm(t) ≤ 2u(2N)2/3)

= −
∑

n≥1

(−1)n

n!

∑

x1,...,xn<2u(2N)2/3

det[Km,t(xi, xj)]1≤i,j≤n,

(A.10)
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with m = N − u(2N)2/3 and the sum is on x1, . . . , xn being integers below
2u(2N)2/3; the kernel is given by [20]

Km,t(x, y) =
1

(2πi)2

∮

Σ0

dv

v + 1

∮

Σ−1,−1−v

dw
eΦ(v;m,y)

eΦ(w;m,x)

(
1

w − v
− 1

1 + w + v

)
,

(A.11)
with Φ(v;m, y) = −vt+(y+m) ln(1+ v)−m ln(v). The contours are simple
paths anticlockwise oriented, with Σ0 enclosing only the pole at 0, while
Σ−1,−1−v enclosing the poles at −1 and −1− v. Consider the scaling

xi = 2u(2N)2/3 − ξi2
4/3N1/3, m = N − u(2N)2/3,

t = 4N − u224/3N1/3 + s24/3N1/3, KN(ξi, ξj) = 24/3N1/3Km,t(xi, xj).
(A.12)

Then, with δ = 2−4/3N−1/3, we have

|(A.10)| ≤
∑

n≥1

1

n!

∑

ξ1,...,ξn∈δN
δn |det[KN(ξi, ξj)]1≤i,j≤n| . (A.13)

The reason why we singled out the δn is because one can think that when δ
is small, the Riemann sum

∑
ξ1,...,ξn∈δN δ

nf(ξ1, . . . , ξn) is close to the integral∫
Rn
+
dξ1 . . . dξnf(ξ1, . . . , ξn). Actually, from the exponential bound we get for

f(ξ1, . . . , ξn) we can bound the estimate with the integral (starting from −δ
instead of 0 to be precise).

Now we give the choice of the paths for v and w (which are such that they
are steep descent). Since it is quite standard, we just indicate some main
steps (see e.g. [20] or Lemma 2.7 of [24] for a case very similar to the one in
this paper). Choose the paths as

v = −(1
2
− ε1)e

iφ, φ ∈ [−π, π), ε1 = 2−4/3N−1/3u(1 +
√
su−1),

w = −1 + (1
2
+ ε2)e

iθ, θ ∈ [−π, π), ε2 = 2−4/3N−1/3u(1−√
su−1).

(A.14)

On the chosen paths, we have, for u ≪ N1/3 and s ≪ N2/3

Re(Φ(v;m, xj)) ≤ Φ(−1/2 + ε1;m; xj)− (1− cos(φ))2
√
sN2/3,

Re(−Φ(w;m, xi)) ≤ −Φ(−1/2 + ε2;m; xi)− (1− cos(θ))2
√
sN2/3.

(A.15)

Furthermore
∣∣∣∣

1

v + 1

∣∣∣∣ ≤ 2,

∣∣∣∣
1

w − v

∣∣∣∣ ≤
21/3N1/3

√
s

,

∣∣∣∣
1

1 + w + v

∣∣∣∣ ≤
22/3N1/3

u
, (A.16)

as the maximal value of the first expression is obtained for the values
θ = φ = 0, i.e., when v and w are closest to each other, while 1 + w and
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v are two circles around 0 with radius difference ε1−ε2. Putting all together
and noticing that

∫ π

−π
dθe−c1(1−cos(θ)) ≤ C/

√
c1 we finally obtain

|KN(ξi, ξj)| ≤
C√

smin{√s, u}e
Φ(−1/2+ε1;m;xj)−Φ(−1/2+ε2;m;xi). (A.17)

Taylor expansion gives

Φ(−1
2
+ ε1;m; xj)− Φ(−1

2
+ ε2;m; xi)

= g(ξj)− g(ξi)−
4

3
s3/2(1 + E2)− 2

√
s(ξi + ξj)(1 + E1)

≤ g(ξj)− g(ξi)−
4

3
s3/2 −

√
s(ξi + ξj) + 1

(A.18)
for all N large enough and for some explicit conjugation terms g(ξ)
(which cancel out exactly when computing the determinant), where E1 =
O(sN−2/3; uN−1/3) = o(1) and s3/2E2 = O(s5/2N−2/3; s1/2u4N−2/3) = o(1)
do not depend on ξi, ξj.

Inserting (A.18) and (A.17) in (A.13),using the Hadamard bound and
interchanging the order of summation, we get

(A.13) ≤
∑

n≥1

nn/2

n!

Cnen

(
√
smin{√s, u})ne

− 4n
3
s3/2

n∏

j=1

∑

ξj∈δN
δe−2

√
sξj

≤
∑

n≥1

nn/2

n!

(
C ′

√
smin{√s, u}e

− 4
3
s3/2 1

2
√
s

)n

≤ C ′′

smin{√s, u}e
− 4

3
s3/2 ,

(A.19)
for some constants C ′, C ′′. To bound the sum over ξi, we simply used∑

ξ∈δN δe
−αξ ≤

∫∞
0

e−αξdξ = α−1, but one could also compute the geometric
sum explicitly.

The next result gives upper tail bounds for point-to-line LPP.

Lemma A.4. For N2/9 ≫ s ≥ 0,

P(L(0,0),L2N
≥ 4N + s24/3N1/3) ≤ Ce−

4
3
s3/2

max{1, s3/4} (A.20)

for some constant C.

Proof. We need only to prove the result for s ≥ 1 (or any other constant).
Then by appropriate choice of the constant C, the result holds for all s ≥ 0
(just take C such that the upper bound is larger than the trivial bound 1).
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We have

P(L(0,0),L2N
≥ t) = P(LL0,(N,N) ≥ t) = P(xN (t) ≤ 0), (A.21)

where xn(t) it the position of TASEP particle n at time t with initial condition
xn(0) = −2n, n ∈ Z. The distribution of TASEP particles are given in terms
of a Fredholm determinant

P(xN(t) ≤ 0) = −
∑

n≥1

(−1)n

n!

∑

x1,...,xn≤0

det[KN,t(xi, xj)]1≤i,j≤n, (A.22)

with the kernel given by [19]

KN,t(x, y) =
1

2πi

∮

Σ0

dv

v

(1 + v)y+2N

(−v)2N+x
e−t(1+2v) (A.23)

with Σ0 a simple path anticlockwise oriented enclosing only the pole at 0.
Setting xi = −ξi2

4/3N1/3 and t = 4N + s24/3N1/3 we obtain

KN,t(xi, xj) =
1

2πi

∮

Σ0

dv

v
eNf0(v)+24/3N1/3f1(v) (A.24)

with
f0(v) = −4(1 + 2v) + 2 ln(1 + v)− 2 ln(−v),

f1(v) = −s(1 + 2v)− ξi ln(1 + v) + ξj ln(−v).
(A.25)

Consider the path parameterized by v = −ρeiθ, θ ∈ [−π, π). Then due to

dRe(f0(v))

dθ
= −2ρ sin(θ)

[
4− 1

|1 + v|2
]
, (A.26)

the path is steep descent for any ρ ∈ (0, 1/2]. Let us choose the radius by

ρ = 1/2−
√
s2−4/3N−1/3. (A.27)

For any s, ξi, ξj ≥ 0,

Re(24/3N1/3f1(v)) ≤ 24/3N1/3f1(−ρ) (A.28)

and for 0 < s ≪ N2/3,

Re(Nf0(v)) ≤ Nf0(−ρ)− (1− cos(θ))4
√
sN2/3. (A.29)

Finally, integrating over θ leads to the following estimate on the kernel

24/3N1/3|KN,t(xi, xj)| ≤ CeNf0(−ρ)+24/3N1/3f1(−ρ). (A.30)
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A computation gives

Nf0(−ρ) + 24/3N1/3f1(−ρ)

= g(ξi)− g(ξj)−
4

3
s3/2(1 +O(sN−2/3))− 2

√
s(ξi + ξj)(1 +O(sN−2/3))

≤ g(ξi)− g(ξj)−
4

3
s3/2 −

√
s(ξi + ξj) + 1

(A.31)
for some conjugation function g, where the error terms do not depend on
ξi, ξj. Thus we have the following estimate on the kernel

24/3N1/3|KN,t(xi, xj)| ≤
C

s1/4
eg(ξi)−g(ξj)− 4

3
s3/2−(ξi+ξj)

√
s (A.32)

for some constant C.
Plugging this estimate into (A.22) and using Hadamard inequality like in

the proof of Lemma A.3 we finally get the claimed bound (A.20).

The final result we need is an upper tail bound for interval-to-line LPP.
The proof is similar to that of Lemma 10.6 in [14], but with the optimal
exponent.

Proposition A.5. Let M = {(k,−k)| − 1
2
(2N)2/3 ≤ k ≤ 1

2
(2N)2/3} and

L2N = {(N + k,N − k), k ∈ Z}. Then, for N2/3 ≫ s ≥ 0,

P

(
sup
p∈M

Lp,L2N
≥ 4N + s24/3N1/3

)
≤ Cmax{1, s}e− 4

3
s3/2, (A.33)

for some constant C > 0.

Proof. Notice that it is enough to prove the bound only for s ≥ 1 (or any
other positive constant).

Recall the notation I(v) = v(2N)2/3(1,−1). So M is the union of points
I(v) with |v| ≤ 1

2
. Define the point w

w = (−ε̃N,−ε̃N). (A.34)

Let us divide M into union of ε̃−2/3 segments of size ε̃2/3(2N)2/3, say

M =
⋃ε̃−2/3

k=1 Mk. Then

sup
p∈M

Lp,L2N
= sup

1≤k≤ε̃−2/3

sup
p∈Mk

Lp,L2N
. (A.35)

Using union bound the the fact that each of the supp∈Mk
Lp,L2N

has the same
distribution, we get

P

(
sup
p∈M

Lp,L2N
≥ S

)
≤ ε̃−2/3

P

(
sup

|v|≤ 1
2
ε̃2/3

LI(v),L2N
≥ S

)
. (A.36)
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Next we want to bound the last probability in (A.36).
The idea is the following. For fixed v, we know that the same tail es-

timates we want to prove hold for LI(v),L2N
. We also have an estimate of

the upper tail for Lw,L2N
and that with positive probability, Lw,I(v) can not

be too small in the N1/3 scale. So, the fluctuations coming from maximiz-
ing LI(v),L2N

over |v| ≤ 1
2
(1 − ε̃)2/3 can not be compensated fully from the

fluctuations of Lw,I(v). This will imply our claim.

Let L̂w,I(u) = Lw,I(u) − ωI(u) be the LPP from w to I(u) without the
random variable at the end-point I(u) 6. We know from [31, 47] that

v 7→
L̂w,I(vε̃2/3) − 4ε̃N

24/3(ε̃N)1/3
(A.37)

is tight in the space of continuous functions on compact sets. As a conse-
quence there exists a constant C ′ > 0 such that the event

H =
{

inf
|v|≤ 1

2
ε̃2/3

L̂w,I(v) ≥ 4ε̃N − C ′24/3(ε̃N)1/3
}

(A.38)

satisfies P(H) ≥ 1/2.
We also have

Lw,L2N
≥ sup

|v|≤ 1
2
ε̃2/3

(L̂w,I(v) + LI(v),L2N
) ≥ inf

|v|≤ 1
2
ε̃2/3

L̂w,I(v) + sup
|v|≤ 1

2
ε̃2/3

LI(v),L2N
.

(A.39)
Define the event

G =
{

sup
|v|≤ 1

2
ε̃2/3

LI(v),L2N
≥ 4N + s24/3N1/3

}
. (A.40)

Then,

P(Lw,L2N
≥ 4(1+ ε̃)N+(s−C ′ε̃1/3)N1/3) ≥ P(H∩G) = P(H)P(G), (A.41)

where we used independence of H and G. Thus we have shown that

P(G) ≤ 2P(Lw,L2N
≥ 4(1 + ε̃)N + (s− C ′ε̃1/3)N1/3) ≤ 2Ce

− 4
3

(s−C′ ε̃1/3)3/2

(1+ε̃)1/2

(A.42)

6Removing the end-point does not influence the asymptotics and bounds, but it has
the property that L̂w,I(u) and LI(u),L2N

are independent random variables and the con-
catenation property holds true.
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where the last inequality holds for N2/3 ≫ s − C ′ε̃1/3 > 1 by Lemma A.4.
Replacing this into (A.36) we get

P

(
sup
p∈M

Lp,L2N
≥ 4N + s24/3N1/3

)
≤ 2Cε̃−2/3e

− 4
3

(s−C′ ε̃1/3)3/2

(1+ε̃)1/2 . (A.43)

Consider first s ≥ 1. Then taking ε̃ = 1/s3/2 (notice that ε̃N ≫ 1 since we
assumed s ≪ N2/3), we get

P

(
sup
p∈M

Lp,L2N
≥ 4N + s24/3N1/3

)
≤ Cse−

4
3
s3/2 (A.44)

for some new constant C > 0.
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[22] A. Borodin and S. Péché. Airy Kernel with Two Sets of Parameters
in Directed Percolation and Random Matrix Theory. J. Stat. Phys.,
132:275–290, 2008.

[23] O. Busani and P.L. Ferrari. Universality of the geodesic tree in last
passage percolation. Ann. Probab., 50:90–130, 2022.

[24] S. Chhita, P.L. Ferrari, and H. Spohn. Limit distributions for KPZ
growth models with spatially homogeneous random initial conditions.
Ann. Appl. Probab., 28:1573–1603, 2018.

[25] I. Corwin. The Kardar-Parisi-Zhang equation and universality class.
Random Matrices: Theory Appl., 01:1130001, 2012.

[26] I. Corwin, P.L. Ferrari, and S. Péché. Universality of slow decorrelation
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