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Abstract. We develop a theory of martingales with values in metric spaces of nonpositive curvature. Our main results state existence of (continuous-time) martingales \((X_t)_{0 \leq t \leq T}\) with given terminal data \(X_T\). These processes will be constructed via time discretization. The notion of discrete-time martingale is based on the concept of iterated conditional barycenters. Moreover, in more specific cases we present martingale characterizations.

Introduction

In terms of Ito’s calculus, the martingale theory for time-continuous processes in \(\mathbb{R}^n\) could be successfully generalized to the case of Riemannian manifolds. Moreover, this definition turned out to be equivalent to Darling’s characterization in terms of convex functions, being a localized version of Jensen’s inequality (cf. [Dar82]). In singular metric spaces one does not have a smooth calculus, so the former definition cannot be extended. The latter, can easily be extended to define (‘weak’) martingales with values in metric spaces. However, for general metric spaces the main question remains to prove existence and uniqueness of martingales with given terminal data. So far, existence results are only known in manifolds and trees, and typically the technique of approximation of iterated barycenters is used (cf. [Ken90], [Pic91], [Arn95], [Pic04]).

In this paper we use the above technique in order to develop a theory of (‘strong’) martingales, based on time discretization and the concept of iterated barycenters in spaces of nonpositive curvature (NPC spaces). The more elementary theory of time-discrete martingales with values in NPC spaces was already developed in [Stu02]. In order to define martingales for continuous-time filtrations \((\mathcal{F}_t)_{0 \leq t \leq T}\), we fix a refining sequence \(\Delta^n = \{t^n_0, t^n_1, \ldots, t^n_{k(n)}\}\) of partitions of \([0, T]\) with their mesh converging to 0. A process \((X^n_t)_{0 \leq t \leq T}\) will be called martingale if it is the limit of a sequence of processes \((X^n_{t_k})_{k=1,\ldots,k(n)}\) which are martingales with respect to the discrete-time filtrations \((\mathcal{F}^n_t)_{k=1,\ldots,k(n)}\).

The main results of this paper will be two existence results for martingales \((X_t)_{0 \leq t \leq T}\) with given terminal data \(X_T\) (Thm. 2.5 and Thm. 2.14). Moreover, we give a characterization of martingales in terms of a ‘quadratic variation process’ (Thm. 3.2). As a consequence, if \(N\) is a Riemannian manifold, a continuous integrable semimartingale is a martingale if and only if it is a \(\nabla\)-martingale in the classical sense. Moreover, on trees our definition is shown to be equivalent to the one of Picard ([Pic04]).

1 NPC spaces

1.1 Barycenters and Expectations

Metric spaces with \(Curv \leq \kappa\) in the sense of Alexandrov are defined by comparing geodesic triangles in the two-dimensional Model space with constant curvature \(\kappa\). For more details the
reader is referred to [BH99]. Here we are interested in the case $Curv \leq 0$, or in other words, nonpositive curvature (NPC). Calculating Euclidean distances yields the following rigorous

**Definition 1.1** A complete separable geodesic space $(N, d)$ is called NPC-space if

$$d^2(z, \gamma(t)) \leq (1 - t)d^2(z, \gamma(0)) + td^2(z, \gamma(1)) - t(1 - t)d^2(\gamma(0), \gamma(1))$$

for any $z \in N$, any geodesic $\gamma : [0, 1] \to N$ and any $t \in [0, 1]$.

A consequence of this definition is Reshetniak’s Quadruple inequality (cf [Jos97]) which we quote for later use. Namely, for all $x_1, x_2, x_3, x_4 \in N$,

$$d^2(x_1, x_3) + d^2(x_2, x_4) \leq d^2(x_2, x_3)d^2(x_1, x_4) + 2d(x_1, x_2)d(x_3, x_4)$$

**Example 1.2** The following classes of spaces are NPC spaces:

- Complete Riemannian manifolds with nonpositive sectional curvature
- Hilbert spaces
- Bruhat Tits buildings, in particular metric trees

Moreover, if $M$ is an NPC space and $(\Omega, \mathcal{F}, P)$ is a probability space, then $L^2(\mathcal{F}, N)$ is an NPC space, too (cf [Jos97]).

Let $(N, d)$ be a complete separable metric space. Denote by $P(N)$ the set of all probability measures on $(N, \mathcal{B}(N))$ and by $P^0(N)$ the set of $p \in P(N)$ with $\int d^0(x, y)p(dy) < \infty$ for some (and by the triangle inequality all) $x \in N$. On $P^1(N)$, we define the ($L^1$-) Wasserstein-distance by

$$d_W(p, q) := \inf \left\{ \int_{N^2} d(x, y)\mu(dx, dy) : \mu \in \mathcal{M}(p, q) \right\},$$

where $\mathcal{M}(p, q)$ is the set of all couplings of $p$ and $q$, i.e. all probability measures $\mu \in P(N^2)$ whose marginals are $p$ and $q$, i.e.

$$\mu(A \times N) = p(A) \quad \text{and} \quad \mu(N \times A) = q(A) \quad (\forall A \in \mathcal{B}(N)).$$

**Definition 1.3** A barycenter map is a map $b : P^1(N) \to N$ satisfying

(i) $b(\delta_x) = x$ for all $x \in N$

(ii) $d(b(p), b(q)) \leq d_W(p, q)$ for all $p, q \in P^1(N)$

In NPC spaces, there is a canonical barycenter map in the following sense: From (1) follows that for $z \in N$ the function

$$f^z(y) := d^2(z, y)$$

is strictly convex. Thus, a barycenter can be defined as the minimizer of the mean squared distance in the spirit of C.F. Gauß. For details and proofs of the following Proposition we refer to [Stu02] and [EF01].

**Proposition 1.4** Let $N$ be an NPC space. Then there is a unique barycenter map $b : P^1(N) \to N$ such that for all $p \in P^2(N)$

$$\int d^2(x, b(p))p(dx) \leq \int d^2(x, z)p(dx)$$

for all $z \in N$. This map is called canonical barycenter and has the following properties:
Remark 1.5

(i) If $N$ is a Cartan-Hadamard manifold, then the above barycenter is the exponential barycenter (or Karcher’s mean), cf e.g. [EM91]. In general Riemannian manifolds, there need not exist a barycenter map anymore and things become more involved, cf [Ken92].

(ii) Other barycenter maps in metric spaces were constructed in [LT91] and [ESH99].

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and $X \in L^1(\mathcal{F}, N)$, the space of all $\mathcal{F}$–measurable random maps such that $P \circ X^{-1} \in \mathcal{P}^1(N)$. Let $G \subset \mathcal{F}$ be a sub-$\sigma$-algebra and let $P_{X|G} : \Omega \rightarrow \mathcal{P}(N)$ be the regular conditional probability for $X$ given $G$ which exists and is a.s. unique because $N$ is separable. Then

$$E^G[X] := E[X|G] := b \circ P_{X|G}$$

is called the conditional expectation of $X$, conditioned on $G$.

$E^G[X] : (\Omega, G) \rightarrow (N, \mathcal{B}(N))$ is measurable, which can be shown by approximating $X$ by a sequence of random variables with finite range, or directly by showing that $P_{X|G} : (\Omega, G) \rightarrow (\mathcal{P}(N), \mathcal{B}(\mathcal{P}(N)))$ is measurable, where $\mathcal{B}(\mathcal{P}(N))$ is the Borel $\sigma$–algebra induced by the topology of the Wasserstein distance.

In particular, if $G = \{\emptyset, \Omega\}$, then

$$E[X] := E^\Omega[X]$$

is a constant and is called the expectation of $X$.

Example 1.6 Let $(M, \rho)$ be a separable metric space. Let $(p_t)_{t \geq 0}$ be a Markovian transition function on $M$ and $(\Omega, X_t, \mathcal{F}_t, \mathbb{P})$ the corresponding Markov process with canonical filtration. For a measurable map $f : M \rightarrow N$ such that $p_t(x) \circ f^{-1} \in \mathcal{P}^1(N)$ for all $t$ and $x$ (where $p_t(x)$ is regarded as a probability measure on $M$), we define the nonlinear Markov operator $P_t f : M \rightarrow N$ by

$$P_t f(x) := b(p_t(x) \circ f^{-1}).$$

If we put $Y_t := f(X_t)$ then for all $x \in M$

$$P^\mathcal{F}_{Y_{s+t}\mid \mathcal{F}_s}(\omega) = p_t(X_s(\omega)) \circ f^{-1}$$

and hence $E^\mathcal{F}[Y_{s+t}\mid \mathcal{F}_s] = P_t f(X_s)$.

1.2 Martingales in Discrete Time

We will now come to the notion of martingales. Let $(\Omega, (\mathcal{F}_n)_{n \in \mathbb{N}}, \mathcal{F}, \mathbb{P})$ be a filtered probability space, $m \in \mathbb{N}$ and $X \in L^1(\mathcal{F}_m, N)$. Unfortunately, the conditional expectation is in general not projective, i.e. for $k \leq l \leq m$ the classical identity

$$E^{\mathcal{F}_k}[X] = E^{\mathcal{F}_k} E^{\mathcal{F}_l}[X]$$
does not hold in general (c.f. [Stu02], Example 3.2).

However, we can define the discrete filtered conditional expectation (short: FCE) of $X$ w.r.t. $(\mathcal{F}_n)_{n \in \mathbb{N}}$ by

$$
E(\mathcal{F}_{n+1}|X) := E[X|\mathcal{F}_n] := \left\{ \begin{array}{ll}
E^{\mathcal{F}_k} E^{\mathcal{F}_{k+1}} \ldots E^{\mathcal{F}_{m-1}}[X] & \text{if } k < m \\
X & \text{if } k \geq m.
\end{array} \right.
$$

Clearly,

$$
E(\mathcal{F}_{n+1}|X) = E[E^{\mathcal{F}_n}|X] = E^{\mathcal{F}_n} | X
$$

or in words, the discrete FCE is projective.

We will call an adapted process $(X_n)_{n \in \mathbb{N}}$ such that $X_n \in L^1(\mathcal{F}_n, N)$ for all $n$ a martingale if $E[X_{n+1}|X_n] = X_k$ for all $k \leq l$, or equivalently, if $E[X_{n+1}] = X_k$ for all $k \in \mathbb{N}$.

As we have seen, the canonical barycenter enjoys certain properties, in particular the variance inequality and Jensen’s inequality. In [Stu02] was developed a discrete-time martingale theory. We will shortly quote some results, which can be derived from Proposition 1.4:

**Proposition 1.7** Let $(X_n)_{n \in \mathbb{N}}$ be a martingale. Then

(i) $(\varphi(X_n))_{n \in \mathbb{N}}$ is a submartingale for all lower semicontinuous convex functions $\varphi : N \to \mathbb{R}$ such that $\varphi(X_n) \in L^1$ for all $n$.

(ii) Let $X_n \in L^2(\mathcal{F}_n, N)$ for all $n$. Define

$$
V_n := \sum_{k=1}^{n} E[X_{k+1} - X_k].
$$

Then $f^z(x_n) - V_n := d^2(z, x_n) - V_n$ is a submartingale for all $z \in N$.  \(\square\)

### 1.3 Martingales in Continuous Time

Let $0 \leq s < t \leq \infty$ and $(\Omega, (\mathcal{F}_\tau)_{\tau \leq s}, \mathcal{F}, P)$ be a filtered probability space and $\xi \in L^1(\mathcal{F}_t, N)$. In order to define FCE in continuous time, we take a sequence of partitions of $[s, t]$ with their mesh converging to 0 and consider the limit of the discrete FCE, provided it exists.

In order to formulate this rigorously, we need some notation. A partition of $[0, \infty]$ is a set $\Delta = \{t_k : k \in \mathbb{N}\}$ such that $t_0 = 0$, $t_k < t_{k+1}$ and $t_k \to \infty$ as $k \to \infty$. The mesh of $\Delta$ is defined by

$$
\|\Delta\| := \sup_{t_k \in \Delta} |t_{k+1} - t_k|.
$$

For the sequel we fix a sequence $(\Delta^n)_{n \in \mathbb{N}}$ of partitions of $[0, \infty]$ such that $\Delta^n \subset \Delta^{n+1}$ and $\|\Delta^n\| \to 0$ and put $T := \bigcup \Delta^n$. $T$ is a dense subset of $[0, \infty]$.

Let $n \in \mathbb{N}$ and $s, t \in \Delta^n$ such that $s < t$. Then $\Delta^n \cap [s, t] = \{t_0, \ldots, t_m\}$ with $s = t_0 < t_1 < \cdots < t_m = t$. For $\xi \in L^1(\mathcal{F}_t, N)$ we define

$$
\xi^n_k := E^\mathcal{F}_k[\xi] := E^{\mathcal{F}_n} E^{\mathcal{F}_{n+1}} \ldots E^{\mathcal{F}_{m-1}}[\xi], \quad k = 0 \ldots m - 1
$$

and the elementary process

$$
\xi^n_\tau := \xi^n_k \quad \text{for } \tau \in [t_k, t_{k+1}]. \quad (7)
$$
Note that \((\xi^n_i)_{0 \leq i \leq m}\) is the martingale w.r.t. the discrete-time filtration \((\mathcal{F}_i)_{0 \leq i \leq m}\) with endpoint \(\xi^m_m = \xi\). If \(\xi^n\) converges to some \((\xi)_s\) in \(L^1\), then \(\xi_s\) is called the (continuous-time) FCE of \(\xi\) w.r.t. \((\Delta^n)_{n \in \mathbb{N}}\), conditioned on \(\mathcal{F}_s\) and we write

\[
\mathbb{E}^{(\mathcal{F}_s)_{\tau \geq t}}[\xi] := \xi_s.
\]

Now we can introduce the notion of a martingale.

**Definition 1.8** Let \((\Omega, (\mathcal{F}_t)_{t \in \mathbb{T}}, \mathbb{P})\) be a filtered probability space and \(X = (X_t)_{t \in \mathbb{T}}\) be a process such that \(X_t \in L^1(\mathcal{F}_t, \mathbb{N})\) for all \(t \in \mathbb{T}\). \(X\) is called a martingale w.r.t. \((\Delta^n)_{n \in \mathbb{N}}\) if for all \(s, t \in \mathbb{T}\) with \(s \leq t\), \(\mathbb{E}^{(\mathcal{F}_s)_{\tau \geq t}}[X_t] \) exists and is equal to \(X_s\).

**Theorem 1.9** Let \(X = (X_t)_{t \in \mathbb{T}}\) be a martingale. Then \((\varphi(X_t))_{t \in \mathbb{T}}\) is a submartingale for all lower semicontinuous convex functions \(\varphi : \mathbb{N} \to \mathbb{R}\) such that \(\varphi(X_t) \in L^1\) for all \(t\).

**Proof**: Let \(s, t \in \mathbb{T}\) with \(s < t\). Put \(\xi := X_t\). We use the notation of (7). Then \(\xi^n_s \to X_s\) in \(L^1\), and by choosing a subsequence we can assume that \(\xi^n_s \to X_s\) \(\mathbb{P}\)-a.s. Now \(\varphi(\xi^n_s) \leq \mathbb{E}^{\mathcal{F}_s}[\varphi(X_t)]\) for all \(n\), \(\mathbb{P}\)-a.s. Due to the lower semicontinuity of \(\varphi\) we have

\[
\varphi(X_s) \leq \liminf_{n \to \infty} \varphi(\xi^n_s) \leq \mathbb{E}^{\mathcal{F}_s}[\varphi(X_t)] \quad \mathbb{P}\text{-a.s.}
\]

Another feature of a martingale is that it 'respects' the product structure of NPC spaces. For instance, let \((N_1, d_1), (N_2, d_2)\) be two NPC spaces. On \(N_1 \times N_2\) define the product distance by

\[
d^p((x_1, x_2), (y_1, y_2)) := d_1^p(x_1, y_1) + d_2^p(x_2, y_2).
\]

Then \(N_1 \times N_2\) is again an NPC space, cf. [Jos97].

**Proposition 1.10** Let \(N_1, N_2\) be two NPC spaces. Let \((X^1_t)_{t \in \mathbb{T}}\) and \((X^2_t)_{t \in \mathbb{T}}\) be two adapted processes in \(N_1\) and \(N_2\), respectively. Then \((X^1, X^2)\) is a martingale in \(N_1 \times N_2\) if and only if \(X^i\) is a martingale in \(N_i\) for \(i = 1, 2\).

**Proof**: The definition of the canonical barycenter implies that if \(p_i \in \mathcal{P}^2(N_i)\), then \(b(p) = (b(p_1), b(p_2))\) for any coupling \(p\) of \(p_1\) and \(p_2\). Since \(\mathcal{P}^2(N_i)\) is dense in \(\mathcal{P}^1(N_i)\), this is also true for \(p_i \in \mathcal{P}^1(N_i)\). So if \(X^i \in L^1(\mathcal{F}, N_i)\), then \(\mathbb{E}^\mathcal{P}([X^1, X^2]) = (\mathbb{E}^\mathcal{P}[X^1], \mathbb{E}^\mathcal{P}[X^2])\) and consequently the assertion holds for time-discrete martingales. Thus by approximation the Proposition is proved. \(\Box\)

It is known that the distance function is convex on \(N \times N\), cf. [Jos97]. So combining the above proposition and Theorem 1.9 immediately yields

**Corollary 1.11** Let \((X_t)_{t \in \mathbb{T}}\) and \((Y_t)_{t \in \mathbb{T}}\) be two martingales w.r.t. the same filtration and sequence of partitions. Then the distance process \((d(X_t, Y_t))_{t \in \mathbb{T}}\) is a submartingale.

In particular, if \((X_t)_{t \in \mathbb{T}}\) is a martingale, then \((d(X_t, z))_{t \in \mathbb{T}}\) is a submartingale for all \(z \in N\). Thus \(X\) is a martingale in the sense of [Dos62]. For these ‘martingales’, Doss proved a convergence theorem; for a proof see e.g. [Stu02]).

Recall that a complete metric space is called proper if all closed balls are compact. For instance, an NPC space is proper if and only if it is locally compact (cf. [Bal95]).

**Proposition 1.12 (Convergence Theorem)** Let \((\Omega, \mathcal{F}, (\mathcal{F}_n)_{n \in \mathbb{N}}, \mathbb{P})\) be a filtered probability space and \(N\) a proper metric space. Let \((X_n)_{n \in \mathbb{N}}\) be an adapted process such that \(d(z, X)\) is a submartingale with \(\sup_{n \in \mathbb{N}} \mathbb{E}(d(z, X_n)) < \infty\) for all \(z \in N\). Then there is an \(\mathcal{F}_\infty\)-measurable map \(X_\infty : \Omega \to N\) such that

\[
\lim_{n \to \infty} X_n = X_\infty \quad \mathbb{P}\text{-a.s.}
\]

If \(d(z, X)\) is uniformly \(p\)-integrable, then we also have convergence in \(L^p\).
Remark 1.13  
(i) One can prove a corresponding backward martingale convergence theorem, i.e. for decreasing filtrations. 

(ii) The convergence theorem immediately implies an analogous result for continuous-time processes \((X_t)_{t \in T}\) and hence we have the following 

**Corollary 1.14** Let \(N\) be a proper NPC space and let \((X_t)_{t \in T}\) be a martingale such that \(\sup_{t \in T} \mathbb{E}[d(z, X_t)] < \infty\) for all \(z \in N\). Then there is an \(\mathcal{F}_\infty\)-measurable map \(X_\infty : \Omega \rightarrow N\) such that 

\[
\lim_{t \to \infty} X_t = X_\infty \quad P\text{-a.s.}
\]

If \(d(X, z)\) is uniformly \(p\)-integrable, then we also have convergence in \(L^p\).

2 Existence of FCE and martingales

Given a filtered probability space \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\), we want to formulate conditions under which we can prove existence of continuous-time FCE’s, or equivalently, of martingales with prescribed limit. For similar results in the case of Riemannian manifolds, see e.g. [Ken90], [Pic91] and [Arn95].

2.1 A coupling condition

For simplicity, we will only consider dyadic partitions. More precisely, let \(\Delta^n := \{k2^{-n} : k \in \mathbb{N}\}\) and \(T := \bigcup \Delta^n\), the set of nonnegative dyadic numbers. 

Let \((\Omega, (\mathcal{F}_t)_{t \in T}, \mathcal{F}, \mathbb{P})\) be a filtered probability space such that \(\Omega\) is a Polish space and \(\mathcal{F} \subset \mathcal{B}(\Omega)\). Then for all \(s \in T\), the regular conditional probability of \(\mathbb{P}\) given \(\mathcal{F}_s\), denoted by 

\[
Q_s(\omega) := P_{\mathcal{F}_s}(\omega) \in \mathcal{P}(\Omega), 
\]

exists and is unique. Let \((\rho_t)_{t \in T}\) be a family of symmetric nonnegative functions on \(\Omega \times \Omega\). Assume that each of the \(\rho_s\) is a.s. separable in the sense that there is a countable set \(\Omega_1 \subset \Omega\) such that for all \(s \in T\) and almost all \(\omega \in \Omega\)

\[
\inf\{\rho_s(\omega, \tilde{\omega}) : \tilde{\omega} \in \Omega_1\} = 0. 
\]

Moreover, assume that for all \(t, s \in T\) with \(s \leq t\)

\[
\rho_t^W(\rho_s(\omega_1), \rho_s(\omega_2)) \leq \rho_s(\omega_1, \omega_2) 
\]

(10)

where \(\rho_t^W\) is defined as in (3). Note that since \(\rho_t\) need not be a metric on \(\Omega\), \(\rho_t^W\) will not be a metric in general.

Let now \(N\) be an NPC space and put 

\[
\mathcal{L}_N := \{Y : \Omega \times T \rightarrow N : \mathbb{E}[d(Y_s, z)] < \infty \text{ for all } s \in T \text{ and } z \in N\}.
\]

For \(Y \in \mathcal{L}_N\) we define a new process \(P_t Y \in \mathcal{L}_N\) by

\[
P_t Y(\omega, s) := \mathbb{E}^{\mathcal{F}_s}[Y_{t+s}](\omega) = b(Q_s(\omega) \circ Y^s_{t+s}).
\]
Lemma 2.1 Let $Y \in \mathcal{L}_N$ be a process such that for all $s \in T$ and almost all $\omega_1, \omega_2$

$$d(Y_s(\omega_1), Y_s(\omega_2)) \leq C \rho_s(\omega_1, \omega_2).$$

(12)

Then

$$d((P^n_t Y)_s(\omega_1), (P^n_t Y)_s(\omega_2)) \leq C \rho_s(\omega_1, \omega_2).$$

Proof : Let $n = 1$. From (12) and (10) it follows that

$$d^W(Q_\omega(\omega_1) \circ Y^{-1}_{t+s}, Q_\omega(\omega_2) \circ Y^{-1}_{t+s}) \leq C \rho_{s+t}(Q_\omega(\omega_1), Q_\omega(\omega_2))$$

and hence by the barycenter contraction property we derive the claim for $n = 1$. For arbitrary $n$, this can be iterated. □

A process $Y$ satisfying (12) is a kind of 'Lipschitz continuous' map (regarding the $\rho_t$ as a family of pseudometrics on $\Omega$). We set

$$\text{Lip}(\Omega, N) := \{Y \in \mathcal{L}_N : Y \text{ satisfies (12) } \}$$

Theorem 2.2 Let $N$ be a proper NPC space. Let $(\Omega, (\mathcal{F}_t))_{t \in T}, (\mathcal{F}, P)$ be a filtered probability space satisfying (10). Then there is a subsequence $n_k$ such that for all $Y \in \mathcal{L}_N$ satisfying (12), all $s, t \in T$ and almost all $\omega \in \Omega$

$$P^n_t Y(\omega, s) := \lim_{k \to \infty} P^{s/\delta_k}_t Y(\omega, s)$$

exists, where $\delta_k := 2^{-n_k}$. The family $(P^n_t)_{t \geq 0}$ is a semigroup acting on Lip$(\Omega, N)$. Moreover, for any $t$, the process $((P^n_t Y)_s)_{s \in T}$ is a martingale.

Proof : First note that by Corollary 1.11,

$$d(P^n_t Y(\omega, s), P^n_t \tilde{Y}(\omega, s)) \leq \mathbb{E}^{\tilde{F}_t}[d(Y_{s+nt}, \tilde{Y}_{s+nt})](\omega)$$

(13)

for almost all $\omega$. Thus there is a set $\Omega_0 \subset \Omega$ with $P(\Omega_0) = 1$ such that (10) and (13) hold pointwise for all $s, t \in T$, $n \in \mathbb{N}$ and $\omega \in \Omega_0$. Fix $t \in T$. Let $s \in T$ and $\omega \in \Omega_0$. Put $z_n(\omega, s, Y) := P^{s/2^n}_t Y(\omega, s) \in N$, where $n$ is assumed to be large enough such that $2^n t \in \mathbb{N}$. Let $z \in N$. From (13), applied to $Y$ and the constant process $\tilde{Y}(\omega, s) \equiv z$, follows that

$$d(z_n(\omega, s, Y), z) \leq \mathbb{E}^{\tilde{F}_t}[d(Y_{s+nt}, z)](\omega) < \infty$$

for all $n$. In other words, all $z_n(\omega, s, Y)$ are contained in a closed ball, which is compact by assumption. Thus there is a subsequence $(n_k)$ such that $z_{n_k}(\omega, s, Y)$ converges. By passing to another subsequence, again denoted by $n_k$, $z_{n_k}(\omega, s, Y)$ converges for all $Y \in \mathcal{L}_N$ and $s \in T$. Now since $L^1(\Omega, N)$ is separable, there is a countable set $\mathcal{L}^0_N \subset \mathcal{L}_N$ such that for all $s \in T$

$$\inf\{\mathbb{E}d(Y_s, \tilde{Y}_s) : \tilde{Y} \in \mathcal{L}^0_N\} = 0.$$

and hence by (13), a standard $\epsilon/3$–argument yields that $z_{n_k}(\omega, s, Y)$ converges for all $Y \in \mathcal{L}_N$ and $s \in T$. Finally, since $\Omega_1$ is countable, we find a subsequence, again denoted by $(n_k)$, such that $z_{n_k}(\tilde{\omega}, s, Y)$ converges for all $\tilde{\omega} \in \Omega_1$, $Y \in \mathcal{L}_N$ and $s \in T$. By Lemma 2.1 we have

$$d(P^{s/\delta_k}_t Y(\omega_1, s), P^{s/\delta_k}_t Y(\omega_2, s)) \leq C \rho_s(\omega_1, \omega_2)$$
for all $k \in \mathbb{N}$ and $\omega_1, \omega_2 \in \Omega_0$. Again an $\epsilon/3$-argument yields that $P_{4k}^{1/\delta_k} Y(\omega, s)$ converges for all $\omega \in \Omega_0$, $Y \in \mathcal{L}_N$ and $s \in \mathbb{T}$. Now for any $t \in \mathbb{T}$, $P_t Y$ is a martingale by construction. The semigroup property follows from the projectivity of the filtered conditional expectation. \hfill \Box

Example 2.3 The previous Theorem becomes a bit clearer when the filtered probability space comes from a Markov process. For instance, consider the situation of Example 1.6. Assume that there exists a $\kappa \in \mathbb{R}$ such that

$$\rho^W(p_t(x), p_t(y)) \leq e^{\kappa t} \rho(x, y) \quad \forall x, y \in M, \forall t > 0$$

(14)

Now put $\rho_t(\omega, \tilde{\omega}) := e^{-\kappa t} \rho(X_t(\omega), X_t(\tilde{\omega}))$. If the Markov semigroup is regular enough (e.g. if $X$ has continuous paths), then $\Omega$ can be chosen to be a polish space such that also (9) is fulfilled. Since $X$ is a Markov process, we have $Q_t(\omega) \circ \pi_{\mathcal{F}_t}^{-1} \equiv p_t(X_t(\omega), \cdot)$ and hence (10) holds. Moreover, for all $f \in Lip(M, N)$ the process $Y_t := f(X_t)$ satisfies (12). Thus by Theorem 2.2, for all $t \in \mathbb{T}$ and $x \in M$, $P_t^* \rho$ exists under $P^*$, the probability measure for the Markov process starting at $x \in M$. If we set $p_t^* f(x) := (P_t^* \rho)_0$ (under $P^*$), then $(p_t^*)_{t \geq 0}$ is a semigroup acting on $Lip(M, N)$ which is called the nonlinear semigroup associated with $p_t$. In [Stu05] it is studied in great detail. Geometrically, condition (14) can be regarded as a kind of lower curvature bound. For instance, in [vRS04] was shown that if $(M, p_t)$ is a Riemannian manifold and $p_t$ the heat kernel on $M$, then (14) holds with $\kappa$ if and only if $\text{Ric}_M \geq -\kappa$.

With the same technique we can prove the existence of martingales with a given terminal value $Z$. More precisely, fix $T \in \mathbb{T}$ and let $Z \in L^1(\mathcal{F}_T, N)$ such that there is some $C > 0$ such that for almost all $\omega_1, \omega_2 \in \Omega$,

$$d(Z(\omega_1), Z(\omega_2)) \leq C \rho_T(\omega_1, \omega_2)$$

(15)

Lemma 2.4 Let $Z \in L^1(\mathcal{F}_T, N)$ satisfying (15). Put $Y_t := Z \text{ if } t \geq T \text{ and } Y_t \equiv y_0 \in N \text{ if } t < T$. Then for all $s \in \mathbb{T}$ with $s \leq T$ and all $t \in \mathbb{T}$, $n \in \mathbb{N}$ and almost all $\omega_1, \omega_2 \in \Omega$,

$$d((P_n^t Y)_{\tau(s)}(\omega_1), (P_n^t Y)_{\tau(s)}(\omega_2)) \leq \rho_s(\omega_1, \omega_2).$$

Proof: Again we first prove the assertion for $n = 1$. Let $s, t \in \mathbb{T}$ such that $s \leq T$. If $s + t < T$, then $(P_t^s Y)_{\tau(s)} \equiv y_0$. Moreover, if $s + t \geq T$, then

$$d^W(Q_s(\omega_1) \circ Y_{t+s}^{-1}, Q_s(\omega_2) \circ Y_{t+s}^{-1}) \leq C \rho_s^W(Q_s(\omega_1), Q_s(\omega_2)) \leq C \rho_s(\omega_1, \omega_2).$$

An iteration in $n$ now proves the Lemma. \hfill \Box

Theorem 2.5 Under the assumptions of Theorem 2.2, there is a subsequence such that for all $T \in \mathbb{T}$, all $s \in \mathbb{T}$ with $s \leq T$ and all $Z \in L^1(\mathcal{F}_T, N)$ satisfying (15), $E^{(\mathcal{F}_T, t)} [Z] \exists \text{ w.r.t. the sequence of partitions } \Delta^k$. In other words, for any such $Z$ there is martingale $(X_s)_{s \in \mathbb{T}\cap[0,T]}$ with $X_T = Z$.

Proof: Put $Y_t := Z \text{ if } t \geq T \text{ and } Y_t \equiv y_0 \in N \text{ if } t < T$. We can now imitate the proof of Theorem 2.2 except that we use Lemma 2.4 instead of Lemma 2.1. \hfill \Box

Example 2.6 (i) Let $(\Omega, \mathcal{F}_t)_{t \geq 0}, \mathcal{F}, P$ be the canonical Wiener space on $\mathbb{R}^d$. Fix $T \in \mathbb{R}_+$ and let $X_t(\omega) := \omega(t \wedge T)$ be the stopped process. Put

$$\rho_t(\omega_1, \omega_2) := \begin{cases} u \left( \frac{\|X_t(\omega_1) - X_t(\omega_2)\|}{2\sqrt{T-t}} \right) & \text{if } t < T \\ 1 & \text{if } t \geq T. \end{cases}$$

(16)
where \( \| \cdot \| \) denotes the Euclidean norm and 
\[
u(r) := \frac{2}{\sqrt{\pi}} \int_0^r e^{-y^2/2} dy.
\]
Then condition (15) is equivalent to
\[
Z \in L^\infty(\mathcal{F}_T, N).
\]
Moreover, (10) is satisfied for all \( s \leq t \in \mathbb{R}_+ \). Indeed, define metrics \( d_t \) on \( \mathbb{R}^k \) by
\[
d_t(x_1, x_2) := u(\frac{|x_1 - x_2|^2}{t})
\]
for \( t > 0 \) and \( d_t(x_1, x_2) := 1 \) for \( t \leq 0 \). Then according to [Stu05], Ex. 4.6. (i), equation (22)
\[
d^W_s(p_t(x_1), p_t(x_2)) \leq d_{s+t}(x_1, x_2)
\]
for all \( s, t \in \mathbb{R}_+ \) and \( x_1, x_2 \in \mathbb{R}^d \). Moreover, \( \rho_t(\omega_1, \omega_2) = d_{T-t}(X_t(\omega_1), X_t(\omega_2)) \) and hence for all \( s, t \in \mathbb{T} \) with \( s < T \)
\[
\rho^W_{s+t}(Q_s(\omega_1), Q_s(\omega_2)) = d^W_{T-(s+t)}(Q_s(\omega_1) \circ X^{-1}_{s+t}, Q_s(\omega_2) \circ X^{-1}_{s+t})
\]
\[
= d^W_{T-(s+t)}(p_t(X_s(\omega_1)), p_t(X_s(\omega_2)))
\]
\[
\leq d_{T-s}(X_s(\omega_1), X_s(\omega_2)) = \rho_s(\omega_1, \omega_2).
\]
Note that (10) is trivially satisfied for \( s \geq T \). Thus by Theorem 2.5, for all \( Z \in L^\infty(\mathcal{F}_T, N) \) there exists a martingale \( X \) with \( X_T = Z \).

(ii) Analogous arguments apply if \((\Omega, (\mathcal{F}_t)_{t \geq 0}, \mathcal{F}, P)\) is the standard path space for a Lévy process on \( \mathbb{R}^d \) with generator \( \mathcal{A} = -\Psi(-\frac{1}{2}\Delta) \), where \( \Psi \) is some Lévy function on \( \mathbb{R}_+ \) with \( \Psi(0) = 0 \). In this case, the pseudo metrics \( \rho_t \) will be chosen as \( \rho(\omega_1, \omega_2) := 2u(T - t, \frac{||X_t(\omega_1) - X_t(\omega_2)||}{2}) \), where 
\[
u(s, r) = \int_{\mathbb{R}^d} 1_{[0,r]}(y) k_s(y) dy
\]
The transition kernel \( (k_s)_{s \geq 0} \) is given by its Fourier transform:
\[
k_s(y) = \exp(-s\Psi(||y||^2/2)),
\]
cf [Stu05] Ex. 4.6. (iii).

Remark 2.7 (i) Although in the two theorems of this section \( N \) was supposed to be an NPC space with the canonical barycenter, in the proofs we only used the contraction property of this barycenter, cf Definition 1.3. Thus these Theorems are also valid if \( N \) is merely a proper metric space with a barycenter map \( b : \mathcal{P}^1(N) \to N \).

(ii) Picard ([Pic04]) uses similar techniques in order to prove the existence of martingales with prescribed terminal value of the form \( Y = f(X_T) \), where \( X \) is a Markov process on a metric space \( M \) satisfying a certain coupling condition and \( f : M \to \mathbb{N} \) is uniformly continuous and bounded. Although Picard stated his result only for trees, the techniques also apply in our context in order to prove martingales along subsequences in general NPC spaces (or proper metric spaces with barycenter).

Lemma 2.8 Let \((M, \mathcal{F}), (N, \mathcal{G})\) be measurable spaces such that \( M \) is a polish space and \( \mathcal{F} \subset \mathcal{B}(M) \). Let \( f : M \to N \) and \( h : N \times N \to \mathbb{R} \) be measurable maps. Define \( h_f(x, y) := h(f(x), f(y)) \). Then for all \( p^1, p^2 \in \mathcal{P}(M) \) such that \( h_f \) is integrable for some \( \mu \in \mathcal{M}(p^1, p^2) \) we have
\[
h^W_f(p^1, p^2) = h^W(p^1 \circ f^{-1}, p^2 \circ f^{-1}).
\]

Proof: Let \( \mu \in \mathcal{M}(p^1, p^2) \). Then \( \mu \circ (f^{-1}, f^{-1}) \in \mathcal{M}(p^1 \circ f^{-1}, p^2 \circ f^{-1}) \)
and
\[
\int_{N \times N} h(y_1, y_2) \mu \circ (f^{-1}, f^{-1})(d(y_1, y_2)) = \int_{M \times M} h_f(x_1, x_2) \mu(d(x_1, x_2))
\]
which implies that \( h^W_f(p^1, p^2) \geq h^W(p^1 \circ f^{-1}, p^2 \circ f^{-1}) \).

For the other inequality put \( A := f^{-1}(\mathcal{G}) \). Then for \( i = 1, 2 \), the regular conditional probability
$p^i_{d|A}$ exists, since $M$ is polish. Let $A \in \mathcal{B}(M)$. Since $x \mapsto p^i_{d|A}(x, A)$ is $A$–measurable, there is a $\mathcal{G}$–measurable map $K'_A : N \to [0, 1]$ such that $p^i_{d|A}(x, A) = K_A(f(x))$ for all $x \in M$. Note that $K^i$ is a Markov kernel from $(N, \mathcal{G})$ to $\Omega$. Let now $\nu \in \mathcal{M}(p^1 \circ f^{-1}, p^2 \circ f^{-1})$. We define a probability measure $\mu$ on $M \times M$ by

$$\mu(A_1 \times A_2) := \int_{N \times N} K'_A(y_1)K'_A(y_2)\nu(d(y_1, y_2)).$$

It is easy to see that $\mu \in \mathcal{M}(p^1, p^2)$. Moreover, since $K'_{f^{-1}(B)}(y) = 1_B(y)$ for $(p^1 \circ f^{-1})$–almost all $y \in N$ and all $B \in \mathcal{G}$, it follows that $\mu = \nu \circ (f^{-1}, f^{-1})$ and hence

$$\int_{M \times M} h(f(x_1), f(x_2))\mu(dx_1, dx_2) = \int_{N \times N} h(y_1, y_2)\nu(d(y_1, y_2)).$$

Thus, $h^W(p^1, p^2) \leq h^W(p^1 \circ f^{-1}, p^2 \circ f^{-1})$. □

### 2.2 Lower Curvature Bounds

Analogously to the case of upper curvature bounds, lower curvature bounds will be defined by comparing triangles. Let us briefly sketch the definition. Let $z \in N$ and $\gamma : [a, b] \to N$ be a unit-speed geodesic. $z$ and $\gamma$ span a triangle. Let $\tau$ and $\overline{\tau}$ be a comparison triangle in $\mathbb{H}_\kappa$ (the hyperbolic plane of constant curvature $-\kappa$), i.e. $d(\tau(i), z) = d(\overline{\tau}(i), \overline{z})$, $i = a, b$ and $d(\gamma(a), \gamma(b)) = d(\tau(a), \overline{\tau}(b))$ (such a comparison triangle always exists, cf [BH99]). Then $\text{Curv}(N) \geq -\kappa$ means nothing else but $d(\tau(t), z) \geq d(\tau(t), \overline{\tau}(b))$ for all $z \in N$, all geodesics $\gamma : [a, b] \to N$ and $t \in [a, b]$.

In the above situation define a function $g_{a,b} : [a, b] \to \mathbb{R}$ by $g_{a,b}(t) := d^2(\tau(t), \overline{\tau})$ (here the distance is taken in $\mathbb{H}_\kappa$). We have $g_{a,b}(t) \leq f^2(\gamma(t))$ for all $t \in [a, b]$ with equality if $t = a$ and $t = b$. Moreover, it follows from Riemannian comparison theorems (c.f. [Jos02], Thm. 4.6.1) that for $R > 0$ there is a $C = C(R)$ such that whenever $\gamma([a, b]) \subset B_R(z)$, then

$$0 \leq \frac{1}{2}g''_{a,b}(t) - 1 \leq Cd^2(\tau(t), \overline{\tau}) \leq Cd^2(\gamma(t), z). \quad (17)$$

In particular, $g''_{a,b}$ is uniformly bounded for all geodesics which are contained in $B_R(z)$.

**Lemma 2.9** Let $\varphi : \mathbb{R} \to \mathbb{R}$ be a convex function such that for all $a, b$ with $a < b$ there is a smooth function $g_{a,b} : [a, b] \to \mathbb{R}$ such that $g_{a,b}(t) \leq \varphi(t)$ for all $t \in [a, b]$ and $g_{a,b}(a) = \varphi(a)$, $g_{a,b}(b) = \varphi(b)$.

Let $I$ be an open interval and $c : I \to [0, \infty]$ such that $|g''_{a,b}(t)| \leq c(t)$ for all $a, b \in I$ and all $t \in [a, b]$. Moreover, let $D := \sup\{|g''_{a,b}(t)| : a, b \in I; \ t \in [a, b]\} < \infty$.

Then $\varphi$ is differentiable in $I$ and we have for all $s, t \in I$

$$|\varphi(s) - \varphi(t) - \varphi'(t)(s-t)| \leq \frac{1}{2}c(t)(t-s)^2 + D|t-s|^3$$

**Proof** : Let $\epsilon > 0$. We can assume that $0 \in I$ and, by adding an affine function if necessary, that $\varphi(0) = 0$ and $\varphi(t) \geq 0$ for all $t \in [-\epsilon, \epsilon]$. We show that $\varphi$ is differentiable in 0. Since $\varphi$ is
Assume that \( \varphi \) is differentiable in 0 if and only if \( f \equiv \varphi' = \varphi'' \geq 0 \). Thus \( \varphi \) is differentiable in 0 if and only if \( a = 0 \).

Recall that the functions \( g \) because \( \varphi \) is convex, the one-sided derivatives \( \varphi^+ (0) \) and \( \varphi^- (0) \) exist and \( a := \varphi^+ - \varphi^- \geq 0 \). Thus \( \varphi \) is differentiable in 0 if and only if \( a = 0 \).

Now we prove the second claim. Let \( t = 0 \). Again we can add an affine function and can hence assume that \( \varphi (0) = 0 \) and \( \varphi' (0) = 0 \). Let \( s \in I \). Then Taylor’s formula yields

\[
\varphi (s) = g_{0, s} (0) = g_{0, 0} (0) \leq g_{0, s} (0) \leq g_{0, s} (0) = \frac{1}{2} c (0) s^2 + \frac{D}{3} |s|^3
\]

because \( g_{0, s} (0) s \leq 0 \). □

Recall that the functions \( f^z \) from (4) are convex. Hence we can define \( df^z (y) := \lim_{t \to 0} \frac{1}{t} (f^z (\gamma (t)) - f^z (x)) \), where \( \gamma : [0, 1] \to N \) is the unique geodesic from \( x \) to \( y \).

**Corollary 2.10** Let \( N \) be a geodesically complete NPC space of lower bounded curvature on all balls, i.e. for all \( z \in N \) and all \( R > 0 \) there is a \( \kappa > 0 \) such that \( \text{Curv} (B_R (z)) \geq -\kappa \). Let \( z \in N \). Then \( f^z \), is differentiable along geodesics, i.e. for all geodesics \( \gamma : \mathbb{R} \to N \) the map \( f^z \circ \gamma \) is differentiable. Moreover, for all \( z_0 \in N \) and all \( R > 0 \) there is a \( C > 0 \) such that for all \( x, y, z \in B_R (z_0) \)

\[
f^z (y) - f^z (x) - df^z (y) - d^z (x, y) \leq Cd^2 (x, z) d^2 (y, z) + Cd^3 (x, y)
\]

**Proof**: Let \( x, y, z \in B_R (z_0) \). Let \( \gamma : \mathbb{R} \to N \) be the (unit-speed) geodesic with \( \gamma (0) = x \) and \( \gamma (d (x, y)) = y \). Let \( I := \gamma ^{-1} (B_R (z_0)) \). Then we can apply the preceding Lemma to \( \varphi := f^z \circ \gamma \). Note that \( df^z (y) = \varphi' (0) d (x, y) \). Moreover, by (17) we can choose \( c (t) = Cd^2 (z, \gamma (t)) + 1 \). Putting this together proves the Corollary. □

**Lemma 2.11** Let \( N \) be an NPC space of lower bounded curvature on all balls. Let \( X \in L^2 (\mathcal{F}) \). Then for all \( z \in N \)

(i)

\[
\mathbb{E}^\varphi [df^z_{\mathbb{E}^\varphi [X]} (X)] = 0 \quad \text{P-a.s.}
\]

(ii) Let \( z_0 \in N \) and \( R > 0 \) such that \( X (\Omega) \subset B_R (z_0) \). Then there is a \( C > 0 \) such that for all \( z \in B_R (z_0) \)

\[
\mathbb{E}^\varphi [d^2 (X, z) - d^2 (\mathbb{E}^\varphi [X], z) - d^2 (X, \mathbb{E}^\varphi [X])] \leq C \mathbb{E}^\varphi [d^2 (\mathbb{E}^\varphi [X], z) d^2 (X, \mathbb{E}^\varphi [X]) + Cd^3 (X, \mathbb{E}^\varphi [X])]
\]

**Proof**: Fix \( z \in N \). For \( y \in N \) let \( \gamma_y : [0, 1] \to N \) be the geodesic from \( y \) to \( z \). Since \( N \) is geodesically complete, we can extend it to a geodesic \( \gamma : \mathbb{R} \to N \). Moreover, the map \( y \mapsto \gamma_y (t) \) is continuous for all \( t \in \mathbb{R} \).

Now put \( Y := \mathbb{E}^\varphi [X] \). Then \( \gamma_Y (t) \in L^2 (\mathcal{G}, N) \) for all \( t \), hence \( \gamma_Y \) is a geodesic in \( L^2 (\mathcal{G}, N) \).
Since \( t \mapsto d^2(X(\omega), \gamma_Y(\omega)(t)) \) is differentiable for all \( \omega \) by Corollary 2.10 (i), so is the map \( t \mapsto \varphi_A(t) := \int_A d^2(X(\omega), \gamma_Y(\omega)(t))P(d\omega) \) for all \( A \in \mathcal{G} \). Moreover, since \( \gamma_Y(0) = \mathbf{E}^\varphi[X] \), 0 is the minimizer of \( \varphi_A \) and hence
\[
\int_A d\hat{F}_X(X)dP = \int_A d\hat{F}_Y(z)dP = \varphi'_A(0) = 0
\]
for all \( A \in \mathcal{G} \), proving (i).

(ii) follows from (i) and Corollary 2.10. \( \square \)

For the rest of this section let \((\Delta^n)_{n \in \mathbb{N}}\) be a refining sequence of partitions such that the mesh converges to 0 as \( n \) tends to infinity. Put \( \mathbb{T} := \bigcup_{n \in \mathbb{N}} \Delta^n \). The next Lemma will give a sufficient condition for the existence of continuous-time FCE’s. Again we will use the notation of (7) and define
\[
v_t^{n,m} := \sum_{t_k \in \Delta^n} \mathbf{E}^d(\xi_{t_k \wedge t}, \xi_{t_k+1 \wedge t}). \quad (18)
\]
Let \( n \leq m \). Let \( \Delta^n = \{t_k : k = 0, \ldots, K^n\} \). Then an iterated application of the Variance Inequality yields that for all \( Z \in L^2(\mathcal{F}_{t_{k-1}}) \)
\[
\mathbf{E}^d(\xi_{t_k}^{n,m}, Z) - \mathbf{E}^d(\xi_{t_k}^{m,n}, Z) \geq v_t^{m,m} - v_t^{m,m}.
\]

**Lemma 2.12** Let \( s < t \). If
\[
\lim_{n \to \infty} \sup_{m \to \infty} v_t^{n,m} - v_s^{n,m} - (v_t^{m,m} - v_s^{m,m}) \leq 0,
\]
then \( \xi^n_s \to \mathbf{E}^{(F_r)_{r \geq t}}[\xi] \) in \( L^2 \).

**Proof**: Let \( \Delta^n = \{t_k : k = 0, \ldots, K\} \). Let \( k \in \{0, \ldots, K\} \). Then (19) implies that
\[
\mathbf{E}^d(\xi_{t_k}^n, \xi_{t_k}^m) - \mathbf{E}^d(\xi_{t_k}^m, \xi_{t_k}^m) - (v_t^{m,m} - v_t^{m,m})
\]
and
\[
\mathbf{E}^d(\xi_{t_k}^m, \xi_{t_k}^m) \leq \mathbf{E}^d(\xi_{t_k}^m, \xi_{t_k}^m) - \mathbf{E}^d(\xi_{t_k}^m, \xi_{t_k}^m).
\]

Adding up the two inequalities and applying the quadruple inequality (2) yields
\[
2\mathbf{E}^d(\xi_{t_k}^n, \xi_{t_k}^m) \leq \mathbf{E}^d(\xi_{t_k}^n, \xi_{t_k}^m) + \mathbf{E}^d(\xi_{t_k}^m, \xi_{t_k}^m) - (v_t^{m,m} - v_t^{m,m})
\]
and hence
\[
\mathbf{E}^d(\xi_{t_k}^n, \xi_{t_k}^m) \leq \mathbf{E}^d(\xi_{t_k}^n, \xi_{t_k}^m) + \mathbf{E}^d(\xi_{t_k}^m, \xi_{t_k}^m) - (v_t^{m,m} - v_t^{m,m})
\]
By iteration we get for all \( n \leq m \)
\[
\mathbf{E}^d(\xi_{t_k}^n, \xi_{t_k}^m) \leq v_t^{n,m} - v_s^{n,m} - (v_t^{m,m} - v_s^{m,m}).
\]
Thus, by assumption, \( \xi^n_s \) is a Cauchy sequence for all \( s \in \mathbb{T} \), converging to some \( \xi_s \in L^2(\mathcal{F}_s) \) which is, by definition, equal to \( \mathbf{E}^{(F_r)_{r \geq t}}[\xi] \). \( \square \)
Definition 2.13 Let $\xi_t \in L^2(\mathcal{F}_t)$. $\xi$ is called regular for $(\Delta^n)_{n \in \mathbb{N}}$ if the increments of $v^n, m_t$ are finally controlled by a continuous function, i.e. there is a continuous function $v_t$ such that for all $s, t \in \mathbb{T}$, 
$$
\limsup_{m \to \infty} v_t^{m,m} - v_s^{m,m} \leq v_t - v_s
$$

Theorem 2.14 Let $N$ be a geodesically complete NPC space of lower bounded curvature on all balls. Let $(\Omega, (\mathcal{F}_t)_{0 \leq t \leq T}, \mathcal{F}, P)$ be a filtered probability space. Let $t \in \mathbb{T}$ and $\xi \in L^\infty(\mathcal{F}_t, N)$ be regular for $(\Delta^n)_{n \in \mathbb{N}}$. Then $E(\mathcal{F}_t)\to \xi| s$ exists for all $s \in \mathbb{T}$.

Proof: Recall the notations of Lemma 2.12. Let $n \leq m$. Let $\Delta^n \cap [s,t] = \{t_k : k = 0, \ldots K\}$ and $\Delta^m \cap [s,t] = \{s_l : l = 0, \ldots L\}$.

$$
V_t^{m,m} - V_{t_k}^{m,m} = \sum_{s_{k-1} < s_k \leq t_k} E \sum_{s_{l-1} < s_l \leq t_l} E \sum_{s_{l-1} < s_l \leq t_l} E\left[ \sum_{s_{l-1} < s_l \leq t_l} E\left[ d^2(\xi_{s_k}, \xi_{s_{k-1}}) \right] \right]
$$

For the first inequality, we have

$$
\sum_{s_{l-1} < s_l \leq t_l} E\left[ \sum_{s_{l-1} < s_l \leq t_l} E\left[ d^2(\xi_{s_k}, \xi_{s_{k-1}}) \right] \right]
$$

Theorem 2.14 gives a characterization of martingales in terms of their 'quadratic variation'.

3 Characterization of martingales

The next Theorem gives a characterization of martingales in terms of their 'quadratic variation'. The prove will use similar techniques as those in Lemma 2.12. Again let $(\Delta^n)_{n \in \mathbb{N}}$ be a refining sequence of partitions such that the mesh converges to 0 as $n \to \infty$. Put $\mathbb{T} := \bigcup_{n \in \mathbb{N}} \Delta^n$.

Definition 3.1 We say that a process $(X_t)_{t \in \mathbb{T}}$ has a quadratic variation if there is a nondecreasing process $(\langle X \rangle_t)_{t \in \mathbb{T}}$ such that for all $t \in \mathbb{T}$, $X_t \in L^2(\mathcal{F}_t)$ and

$$
V_t^n := \sum_{t_k \in \Delta^n} E\left[ d^2(X_{t_{k+1}}, X_{t_k+1\wedge t}) \right] \to \langle X \rangle_t
$$
in $L^1$ as $n \to \infty$.

**Theorem 3.2** Let $N$ be a separable NPC space and $(\Omega, (\mathcal{F}_t)_{t \in \mathbb{T}}, \mathcal{F}, P)$ be a filtered probability space. Let $(X_t)_{t \in \mathbb{T}}$ be an adapted process with quadratic variation $(\langle X \rangle)$. Then $X$ is a martingale if and only if $d^2(X_t, z) - \langle X \rangle_t$ is a submartingale for all $z \in N$.

**Proof**: The 'only if'-implication follows from Proposition 1.7. For the 'if'-implication we first remark that since $d^2(X_t, z) - \langle X \rangle_t$ is a submartingale for all $z \in N$ and $N$ is separable, it follows that for all $s < t$ and $Z \in L^2(\mathcal{F}_s, N)$

$$E^{\mathcal{F}_s}[d^2(X_t, Z) - d^2(X_s, Z) - (\langle X \rangle_t - \langle X \rangle_s)] \geq 0 \quad (20)$$

Let $s, t \in \mathbb{T}$ with $s < t$. Put $\xi_t := X_t$. We have to prove that $\xi_t \to \xi_s$. Let $\Delta_0 \cap [s, t] = \{t_0, \ldots, t_m\}$ with $s = t_0 < t_1 < \cdots < t_m = t$. Using the notation of (7), we have for $k = 1, \ldots, m$

$$d^2(\xi^n_{t_{k-1}}, X_{t_{k-1}}) \leq E^{\mathcal{F}_{t_{k-1}}}[d^2(\xi^n_{t_k}, X_{t_k}) - d^2(\xi^n_{t_{k-1}}, \xi^n_{t_k})]$$

by (20), and the variance inequality yields

$$d^2(\xi^n_{t_k}, X_{t_k}) \leq E^{\mathcal{F}_{t_k}}[d^2(\xi^n_{t_k}, X_{t_k}) - d^2(\xi^n_{t_{k-1}}, \xi^n_{t_k})]$$

Adding up the two inequalities and applying the quadruple inequality (2) yields

$$2d^2(\xi^n_{t_k}, X_{t_k}) \leq E^{\mathcal{F}_{t_k}}[d^2(\xi^n_{t_k}, X_{t_k}) + d^2(\xi^n_{t_{k-1}}, X_{t_{k-1}}) - d^2(\xi^n_{t_{k-1}}, \xi^n_{t_k}) - (\langle X \rangle_{t_k} - \langle X \rangle_{t_{k-1}})]$$

$$\leq E^{\mathcal{F}_{t_k}}[d^2(\xi^n_{t_k}, X_{t_k}) + d^2(\xi^n_{t_{k-1}}, X_{t_{k-1}}) + d^2(X_{t_k}, X_{t_{k-1}}) - (\langle X \rangle_{t_k} - \langle X \rangle_{t_{k-1}})]$$

and hence

$$d^2(\xi^n_{t_k}, X_{t_k}) \leq E^{\mathcal{F}_{t_k}}[d^2(\xi^n_{t_k}, X_{t_k}) + (V^n_{t_k} - V^n_{t_{k-1}}) - (\langle X \rangle_{t_k} - \langle X \rangle_{t_{k-1}})]. \quad (21)$$

Iterating this yields

$$E[d^2(\xi^n_s, X_s)] \leq E[(V^n_t - V^n_s) - (\langle X \rangle_t - \langle X \rangle_s)]$$

while the right-hand side tends to 0 as $n$ tends to infinity. \(\square\)

**Remark 3.3** (i) From (21) follows that the process $S_k := d^2(\xi^n_{t_k}, X_{t_k}) + V^n_{t_k} - \langle X \rangle_{t_k}$ is a submartingale w.r.t. the filtration $(\mathcal{F}_{t_k})_{0 \leq k \leq m}$. Let $\epsilon > 0$. Then

$$P(\sup_{0 \leq k \leq m} d^2(\xi^n_{t_k}, X_{t_k}) > \epsilon) \leq P(\sup_{0 \leq k \leq m} S_{t_k} > \epsilon) + P(\sup_{0 \leq k \leq m} |V^n_{t_k} - \langle X \rangle_{t_k}| > \epsilon)$$

$$\leq \frac{1}{\epsilon} E[|V^n_t - \langle X \rangle_t|] + P(\sup_{0 \leq k \leq m} |V^n_{t_k} - \langle X \rangle_{t_k}| > \epsilon)$$

where the last inequality follows from Doob’s inequality. In particular, if $V^n \to \langle X \rangle$ locally uniformly in $L^1$, then $\xi^n \to X$ locally uniformly in $L^2$.

(ii) If $N$ is a Riemannian manifold, then Theorem 3.2 yields that every continuous $\nabla$-martingale is (locally) a martingale in our sense. Together with Corollary 1.9 we deduce that a continuous semimartingale $X$ such that $X_t \in L^2(\mathcal{F}_t, N)$ is a $\nabla$-martingale if and only if it is a martingale. \(\square\)
3.1 Martingales in Stars

The simplest example of a singular NPC space is the n-star (or n-pod), a particular example of a tree. In this section we will use Theorem 3.2 to show that our notion of martingales and Darling’s characterization are basically the same for continuous processes.

A star is obtained by gluing n copies of [0, ∞] at 0. Let \( R_i := [0, \infty] \times \{ i \} \) and \( N := (\bigcup_i R_i) / \sim \), where \((\xi, i) \sim (\eta, j)\) if and only if \( \xi = \eta = 0 \). The intrinsic distance is given by

\[
  d((\xi, i), (\eta, j)) := \begin{cases} 
    |\xi - \eta| & \text{if } i = j \\
    |\xi + \eta| & \text{if } i \neq j.
  \end{cases}
\]

\((N, d)\) is an NPC space. For \( x \in N \) we define the \( i \)-th projection \( x^i \in [0, \infty] \) by

\[
  x^i := \begin{cases} 
    |x| & \text{if } x \in R^i \\
    0 & \text{else}
  \end{cases}
\]

For a function \( f : N \to \mathbb{R} \) we define functions \( f_i : [0, \infty] \to \mathbb{R} \) by \( f_i(\xi) := f((\xi, i)) \). Then we have the decomposition

\[
  f(x) = \sum_i (f_i(x^i) - f(0)). \tag{22}
\]

A stochastic calculus on stars was developed in [Pic04], and sufficient conditions for the existence of weak martingales are given. For details we refer to that paper. Here we will briefly quote some notations and results from there.

Let \((\Omega, (\mathcal{F}_t)_{t \geq 0}, \mathcal{F}, P)\) be a filtered probability space and \( X = (X_t)_{t \geq 0} \) be a continuous adapted process. \( X \) will be called a semimartingale if \( \varphi(X) \) is a semimartingale for every convex function \( \varphi : N \to \mathbb{R} \). In this case the calculus of local times (c.f. [RY99]) yields

\[
  \varphi(X_t) - \varphi(X_s) = \sum_i \int_s^t 1_{\{X^i_t > 0\}} d\varphi_i(X^i_t) + \frac{1}{2} \sum_i \varphi_i^+(0)(L^i_t - L^i_s)
\]

\[
  = \sum_i \left[ \int_s^t 1_{\{X^i_t > 0\}} \varphi_i^-(X^i_t) dX^i_t + \frac{1}{2} \int_{[0, \infty]} (\Lambda^i_{-a} - \Lambda^i_{a})(da) \right]
\]

\[
  + \frac{1}{2} \sum_i \varphi_i^+(0)(L^i_t - L^i_s)
\]

where \( \Lambda^i_a \) denotes the local time at \( a \) of the \([0, \infty] \)-valued process \( X^i \) and \( \varphi_i^+(t) \) (resp. \( \varphi_i^-(t) \)) is the right (resp. left) hand side derivative of \( \varphi \) in \( t \).

Picard defines a (local) martingale to be process such that \( \varphi(X) \) is a local submartingale for all convex functions \( \varphi : N \to \mathbb{R} \). We will refer to these processes as weak martingales. The following Proposition from [Pic04] gives a characterization of weak martingales in terms of a stochastic calculus. We denote with \( \Sigma^+ \) the set of nonnegative local submartingales \( Y = M + A \) such that \( A \) only increases at \( \{Y = 0\} \), i.e. \( \int_0^t 1_{\{Y_s \neq 0\}} dA_s = 0 \).

**Proposition 3.4** Let \((\Omega, (\mathcal{F}_t)_{t \geq 0}, \mathcal{F}, P)\) be a filtered probability space such and let \( X \) be a continuous adapted process. Then \( X \) is a weak martingale if and only if \( X^i \in \Sigma^+ \) for all \( i \) and the local times \( L^i \) of \( X^i \) at 0 satisfy

\[
  dL^i_t / dL_t \leq 1/2 \tag{23}
\]

with \( L_t := \sum_i L^i_t \).
Lemma 3.5 Let \( (X_t) \) be a continuous semimartingale such that \( X_t \in L^2(F_t, N) \) for all \( t \). Put \( \langle X \rangle_t := \sum \langle X^i \rangle_t \), where \( \langle X^i \rangle \) is the quadratic variation of the \([0, \infty)\)-valued semimartingale \( X^i \). Then
\[
\sum_{t_k \in \Delta} \mathbb{E} d^2(X_{t_k}, X_{t_{k+1}}) \to \langle X \rangle_t \quad \text{for } \|\Delta\| \to 0.
\]

If \( X \) is a weak martingale, then for all \( s \geq 0 \) and all \( Z \in L^2(F_s) \) the process
\[
(d^2(Z, X_t) - \langle X \rangle_t)_{t \geq s}
\]
is a submartingale.

Proof: We apply the above decomposition to \( \varphi(y) := f^{X^i}(y) := d^2(X_s, y) \) and get
\[
d^2(X_s, X_t) = \sum_i \int_s^t 1_{\{X^i \geq 0\}}(f^{X^i})^- \langle X^i \rangle dX^i + \langle X \rangle_t - \langle X \rangle_s
\]
and for a partition
\[
\sum_{t_k \in \Delta} d^2(X_{t_k}, X_{t_{k+1}}) = \sum_{t_k \in \Delta} \sum_i \int_{t_{k-1}}^{t_k} 1_{\{X^i \geq 0\}}(f^{X^i})^- \langle X^i \rangle dX^i
\]
\[
+ \sum_i \langle X^i \rangle_t
\]
\[
+ \frac{1}{2} \sum_{t_k \in \Delta} \sum_i (f^{X^i})^+(0)(L^i_{t_{k+1}} - L^i_{t_k})
\]
\[
= \sum_i \left[ \int_0^t H^i_t dX^i_t + \int_0^t G^i_t dL^i_t \right] + \langle X \rangle_t
\]
with
\[
H^i_t := \sum_{t_k \in \Delta} 1_{\{X^i \geq 0\}}(f^{X^i})^- \langle X^i \rangle 1_{[t_k, t_{k+1})}(t)
\]
and
\[
G^i_t := \sum_{t_k \in \Delta} (f^{X^i})^+(0) 1_{[t_k, t_{k+1})}(t).
\]
Since \( X_t \) is continuous, \( H_t \) tends to 0 uniformly on \([0, T]\) a.s. and so does \( \int_0^t H^i_t dX^i_t \). Moreover, \( |G^i_t| = 2|X^i| \) and hence
\[
| \int_0^t G^i_t dL^i_t | \leq 2 \int_0^t |X^i_t| dL^i_t = 0
\]
which proves the first claim.

For the second assertion we choose \( \varphi := f^{Z} \) which yields
\[
f^{Z}(X_t) - f^{Z}(X_s) = \sum_i \left[ \int_s^t 1_{\{X^i > 0\}}(f^{Z})^- \langle X^i \rangle dX^i + \frac{1}{2} (f^{Z})^+(0)(L^i_1 - L^i_0)
\]
\[
+ \langle X \rangle_t - \langle X \rangle_s.
\]
Now since $X$ is a weak martingale, $X^i \in \Sigma^+$ and hence $\int 1_{\{X^i_\tau > 0\}}(f^Z)^{i^+}(X^i_\tau)dX^i_\tau$ is a real-valued martingale for all $i$, which yields

$$E^{F_s}[f^Z(X_t) - f^Z(X_s)] = E^{F_s}\left[\frac{1}{2} \sum_i (f^Z)^{i^+}(0)(L^i_t - L^i_s) + \langle X \rangle_t - \langle X \rangle_s\right].$$

Now $|(f^Z)^{i^+}(0)| = |(f^Z)^{j^+}(0)|$. Moreover, $(f^Z)^{j^+}(0) < 0$ only on $\{Z \in R_j\}$. Thus (23) yields that

$$\frac{1}{2} \sum_i (f^Z)^{i^+}(0)(L^i_t - L^i_s)(\omega) \geq 0$$

for all $\omega \in \{Z \in R_j\}$. Since $j$ is arbitrary, we get

$$E^{F_s}[f^Z(X_t) - f^Z(X_s)] \geq E^{F_s}[\langle X \rangle_t - \langle X \rangle_s]. \quad \Box$$

**Theorem 3.6** Let $(\Omega, (\mathcal{F}_t)_{t \geq 0}, \mathcal{F}, P)$ be a filtered probability space such and let $X$ be a continuous adapted process such that $X_t \in L^2(\mathcal{F}_t, N)$ for all $t$. Then the following are equivalent:

(i) $\varphi(X)$ is a submartingale for any convex function s.t. $\varphi(X_t) \in L^1(\mathcal{F}_t, \mathbb{R})$ for all $t$.

(ii) $X$ is a martingale w.r.t. all sequences $(\Delta^n)$ of refining partitions of $[0, \infty]$ such that the mesh goes to 0.

(iii) $X$ is a martingale w.r.t. one sequence $(\Delta^n)$ of refining partitions of $[0, \infty]$ such that the mesh goes to 0.

**Proof**: (i) $\Rightarrow$ (ii) by the preceding Lemma and Theorem 3.2.

(iii) $\Rightarrow$ (i): Let $T := \bigcup_{n \in \mathbb{N}} \Delta^n$. Then (iii) yields that $\varphi(X_t) \leq E^{F_s}[\varphi(X_t)]$ for all $s, t \in T$ with $s \leq t$. By continuity of $X$ we can extend this to all $s \leq t \in [0, \infty]$. $\Box$

**References**


