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1. Introduction

The topic of this article is the space P(M) of probability measures over a Euclidean or
Riemannian space M . We will study the relation between dynamics on P(M) and stochastic
processes on M . And we will try to show how curvature conditions on M determine contrac-
tion properties for the dynamics on P(M) and how the latter in turn determine contraction,
convergence and regularity properties for the stochastic processes on M . The space P(M) will
always be equipped with the Lθ-Wasserstein distance. Hence, contraction properties in P(M)
mean coupling properties.

Among the most basic stochastic processes are stochastic diffusion processes and martingales.
Both classes play fundamental roles in Euclidean as well as in Riemannian settings. From our
point of view, in many cases it is more appropriate to investigate the dynamic on the space
P(M) of probability measures on M than to investigate the stochastic dynamic of particles on
M .

Linear diffusion equations on Rn or on a manifold M give rise to stochastic diffusion processes
which describe the random motion of single particles or, in the same manner, the evolution of
an initial distribution of particles. Nonlinear diffusion equations also lead to flows of probability
meaaures. They may be interpreted as distributions of underlying systems of interacting sto-
chastic particles. However, nonlinear diffusion equations can not be modeled by random motions
of single particles.

Already half a century ago, K. Ito regarded flows of probability measures as a basic model
for stochastic evolution processes. See e.g. the recent monograph [Str03] of D. Stroock on
”Markov processes from K. Ito’s perspective”. However, at that time no appropriate tools had
been available to construct and to investigate such flows. For the linear case (on Euclidean as
well as on Riemannian spaces), this problem was resolved by the theory of stochastic differential
equations, initiated by K. Ito at that time. This not only yields the flow of probability measures
but the much more sophisticated random motion of the underlying particles.

For the nonlinear case, we will present a rather recent approach which allows to define a large
class of nonlinear diffuions on M as gradient flows of probability measures w.r.t. appropriate
free energy functionals on P(M).

An entirely different point of view is needed to understand the role of martingales on M .
Whereas diffusions describe how mass spreads out in time, martingales describe the reverse
procedure, namely, how one can find a center of mass for a given distribution. This leads to the
concept of barycenter maps.

Let us briefly outline the role of Brownian motions and martingales in the theory of harmonic
maps. For more details we refer to [Ken98]. Harmonic maps f : M → N between smooth
Riemannian manifolds are critical values of the nonlinear energy functional E(f) =

∫
M ||df ||2dm.

They may also be characterized as solutions to the corresponding Euler-Lagrange equation.

1991 Mathematics Subject Classification. Primary .
Key words and phrases. gradient flow, nonlinear diffusion, Bakry-Emery criterion, Ricci curvature, entropy,

Wasserstein distance, barycenter, martingale, nonpositive curvature, Hadamard space, Alexandrov space, porous
medium equation, fast diffusion.

1



2 KARL-THEODOR STURM

Ishihara’s characterization states that a map f : M → N is harmonic if and only if for each
convex function ϕ : N0 → R (defined on some subset N0 of ϕ(M)) the function ϕ ◦ f : M0 → R
(defined on M0 = f−1(N0)) is subharmonic. In this sense, the minimal requirements to build up
a theory of harmonic maps between singular spaces is that the domain space M is a harmonic
space and that the target space is a geodesic space: on M we need to know the subharmonic
functions, on N the convex functions. However, this only allows to define harmonic maps. In
order to construct them one needs more structure on the domain space. One possibility is to
require the domain space to be a metric measure space. This allows to construct a Dirichlet
form on it. For instance, one could derive the associated process from a rescaled random walk,
cf. [Stu98]. Another possibility is to assume the domain space M to be the state space of a
Markov process (Xt)t and the target space N to be a metric space of nonpositive curvature (in
the sense of Alexandrov). The latter allows to develop a theory of martingales on N , [Stu02],
[Stu03].

However, for the following discussion let us restrict to smooth Riemannian manifolds M and
N . The probabilistic characterization due to Bismut states that f is harmonic if and only if for
each (stopped) Brownian motion (Xt)t on M the process (Yt)t = (f(Xt))t on N is a martingale.
The nonlinear evolution (t, x) 7→ ft(x) of a given map f : M → N towards a harmonic map can
be described as follows: for each t and x, ft(x) is the starting point Y0 of a martingale (Ys)s in
N with terminal value Yt = f(Xt) where (Xs)s is a Brownian motion in M with starting point
X0 = x. In other, more robust terms this evolution can be described as follows

ft(x) = lim
n→∞

(
Pt/n

)n
f(x) with Ptf(x) = b(f∗pt(x, .)).

Here pt : M → P(M) denotes the transition semigroup of Brownian motion on M and b :
P(N) → N the so-called barycenter map on N .

Regularity results for harmonic maps typically depend on lower bounds for the Ricci curvature
of M and on upper bounds for the sectional curvature of N . We will see that the Ricci curvature
of M is bounded from below by K if and only if

dW
θ (pt(x, .), pt(y, .)) ≤ e−Ktd(x, y)

(∀x, y ∈ M) and that the sectional curvature of N is nonpositive if and only if

d(b(µ), b(ν)) ≤ dW
θ (µ, ν)

(∀µ, ν ∈ Pθ(N)), both spaces of probability measures being equipped with the Lθ-Wasserstein
distance for some θ ∈ [1,∞[. Both properties together imply

LipPt ≤ e−KtLipf

for all maps f : M → N . This is a basic example of a gradient estimate for the nonlinear
evolution of harmonic maps. Usually, its derivation is based on Bochner’s formula (if analysts
derive it) or on Bismut’s formula (if probabilists do it). Here it is based on robust coupling
properties for heat kernels and barycenters which allow to extend it to much more general
situations (nonsymmetric, nonlocal, nonsmooth, infinite dimensional).

Let us briefly summarize the following sections. In section 2 we introduce the space Pθ(N)
of probability measures over a metric space (N, d), equipped with the Lθ-Wasserstein distance
dW

θ between probability measures as a natural metric.
Sections 3 and 4 are devoted to contraction properties for maps b : Pθ(N) → N , called

barycenter maps. The crucial ingredients will be upper curvature bounds on N in the sense of
Alexandrov which generalize upper bounds for the sectional curvature.

In section 5 we discuss contraction properties for the heat semigroup on a Riemannian man-
ifold M , regarded as a family of maps pt : M → Pθ(M). Here lower bounds on the Ricci
curvature of M will play the essential role.
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Finally, in section 6 we study nonlinear diffusions on Rn or on a Riemannian manifold M as
gradient flows of appropriate free energy functionals on Pθ(M). Contraction properties for these
nonlinear diffusions will be derived from convexity properties of the free energy functional. In
particular, we present extensions of the Bakry-Emery criterion to nonlinear equations.

2. The Space of Probability Measures

Let (N, d) be a metric space and let P(N) denote the set of all probability measures p
on N (equipped with its Borel σ-algebra B(N)) with separable support supp(p) ⊂ N . For
1 ≤ θ < ∞, Pθ(N) will denote the set of p ∈ P(N) with

∫
dθ(x, y)p(dy) < ∞ for some (hence

all) x ∈ N , and P∞(N) will denote the set of all p ∈ P(N) with bounded support. Obviously,
P∞(N) ⊂ Pθ(N) ⊂ P1(N).

Given p, q ∈ P(N) we say that µ ∈ P(N2) is a coupling of p and q iff its marginals are p and
q, that is, iff ∀A ∈ B(N)

µ(A×N) = p(A) and µ(N ×A) = q(A).(2.1)

One such coupling µ is the product measure p ⊗ q. Couplings µ of p and q are also called
transportation plans from p to q. If p is the distribution of points at which a good is produced
and q is the distribution of points where it is consumed, then each coupling µ of p and q gives a
plan how to transport the production to the consumer and dW (p, q) describes the smallest cost
of such a transportation process.

Definition 2.1. For θ ∈ [1,∞[, we define the Lθ-Wasserstein distance distance dW
θ on Pθ(N)

by

dW
θ (p, q) = inf





∫

N

∫

N

dθ(x, y)µ(dxdy) : µ ∈ P(N2) is coupling of p and q





1/θ

.

In probabilistic language,

dW
θ (p, q) = inf

[
E dθ(X, Y )

]1/θ
,

where the infimum is over all probability spaces (Ω,A,P) and all measurable maps X : Ω → N
and Y : Ω → N with separable ranges and distributions PX = p and PY = q.

See e.g. [Dud89], [RaRu98], [Stu01], [Vil03].

Remark 2.2. If (N, d) is complete then so is (Pθ(N), dW
θ ). If (N, d) is a geodesic space, then

so is (Pθ(N), dW
θ ). If (N, d) is separable then so is (Pθ(N), dW

θ ).

The case θ = 2 is of particular importance. In this case, even curvature bounds carry over
from N to Pθ(N).

Definition 2.3. We say that a metric space (N, d) has nonnegative curvature iff

1
2k

k∑

i,j=1

d2(yi, yj) ≤
k∑

i=1

d2(z, yi)

for all k ∈ N and all z, y1, . . . , yk ∈ N .

Obviously, the latter is equivalent to
1
2

∫

N

∫

N
d2(x, y) q(dx) q(dy) ≤

∫

N
d2(z, x) q(dx)(2.2)

for all z ∈ N and all probability measures q ∈ P2(N).
The probabilistic interpretation of this property is as follows: N has nonnegative curvature

if and only if each pair of ”randomly chosen points” X, Y in N (i.e. each pair of N -valued iid
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random variables) is seen from each point z ∈ N ”in average” under an angle ∠(z; X, Y ) ≤ 90◦.
More precisely, E cos∠(z; X, Y ) ≥ cos 90◦.

One easily verifies that (N, d) has nonnegative curvature if and only if its metric completion
(N, d) has nonnegative curvature.

If (N, d) is a geodesic metric space, then our definition of nonnegative curvature can be shown
to be equivalent to nonnegative curvature in the sense of A. D. Alexandrov [Stu99]. Hence,
in particular, for Riemannian manifolds it is equivalent to nonnegative sectional curvature.
The property ”nonnegative curvature” carries over from a metric space (N, d) to the space of
probability measures over this spaces [Ott01], [Stu01].

Proposition 2.4. Let (N, d) be a metric space. The space (P2(N), dW
2 ) of probability measures

equipped with the L2-Wasserstein distance has nonnegative curvature if and only if the underlying
space (N, d) has nonnegative curvature.

3. Probability Measures on Metric Spaces of Nonpositive Curvature

The next two sections are devoted to two generalizations of the class of Cartan-Hadamard
manifolds. The first generalization is the class of metric spaces with nonpositive curvature
with nonpositive curvature in the sense of Alexandrov. The second one (to be presented in the
next section) will be the class of metric spaces which admit a contracting barycenter map. We
summarize some of the basic results and refer to [Stu02] and [Stu03] for more details and further
references.

Definition 3.1. A metric space (N, d) is called global NPC space if it is complete and if for all
k ∈ N and all y1, . . . , yk ∈ N

1
2k

k∑

i,j=1

d2(yi, yj) ≥ inf
z∈N

k∑

i=1

d2(z, yi).

or, equivalently, if for all probability measures q ∈ P2(N)
1
2

∫

N

∫

N
d2(x, y) q(dy) q(dx) ≥ inf

z∈N

∫

N
d2(z, x) q(dx).

Here ”NPC” stands for ”nonpositive curvature” in the sense of A. D. Alexandrov. Global
NPC spaces are also called Hadamard spaces. If (N, d) is a global NPC space then it is a geodesic
space. Even more, for any pair of points x0, x1 ∈ N there exists a unique geodesic x : [0, 1] → N
connecting them. For t ∈ [0, 1] the intermediate points xt depend continuously on the endpoints
x0, x1. Finally, for any z ∈ N

d2(z, xt) ≤ (1− t)d2(z, x0) + td2(z, x1)− t(1− t)d2(x0, x1).(3.1)

Our definition of nonpositive curvature is completely analogous to our definition of nonneg-
ative curvature in Definition 2.3. Note, however, that there are two substantial differences
between upper and lower curvature bounds. Firstly, if a complete metric space has globally cur-
vature ≤ 0 then it is necessarily a geodesic space. This is not the case for complete metric spaces
with (global) curvature ≥ 0. Secondly, if a complete geodesic space has ”locally” curvature ≥ 0
then it has already ”globally” curvature ≥ 0. The analogous statement is not true for complete
geodesic spaces with local/global curvature ≤ 0.

Example 3.2. Examples of global NPC spaces are
• complete, simply connected Riemannian manifolds with nonpositive sectional curvature;
• trees and, more generally, Euclidean Bruhat-Tits buildings;
• Hilbert spaces;
• L2-spaces of maps into such spaces;
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• Finite or infinite (weighted) products of such spaces;
• Gromov-Hausdorff limits of such spaces.

See e.g. [Ale51], [BGS85], [Bal95], [BrHa99], [BBI01], [EeFu01] [Gro81/99], [Jos94], [Jos97],
[KoSc93].

Proposition 3.3. Let (N, d) be a global NPC space and fix y ∈ N . For each q ∈ P1(N)
there exists a unique point z ∈ N which minimizes the uniformly convex, continuous function
z 7→ ∫

N [d2(z, x) − d2(y, x)]q(dx). This point is independent of y; it is called barycenter (or,
more precisely, canonical barycenter or d2-barycenter) of q and denoted by

b(q) = argmin
z∈N

∫

N
[d2(z, x)− d2(y, x)] q(dx).

Moreover,

(3.2)
∫

N
[d2(z, x)− d2(b(q), x)]q(dx) ≥ d2(z, b(q)).

If q ∈ P2(N) then b(q) = argminz∈N

∫
N d2(z, x)q(dx).

Inequality (3.2) is called variance inequality. If in addition to nonpositive curvature we also
assume that the curvature is bounded from below, say by −K2, and that the space is geodesically
complete then the following reverse variance inequality holds [Stu03]: For each q ∈ P2(N) and
for each z ∈ N

∫ [
d2(z, x)− d2(z, b(q))− d2(b(q), x)

]
q(dx) ≤ 2K2

3

∫ [
d4(z, b(q)) + d4(b(q), x)

]
q(dx).

For a L1-random variable X : Ω → N we define its expectation by

EX := b(PX) = argmin
z∈N

E [d2(z,X)− d2(y, X)].

That is, EX is the unique minimizer of the function z 7→ E [d2(z, X)− d2(y,X)] on N (for each
fixed y ∈ N). The variance inequality then reads as follows:

E
[
d2(z, X)− d2(EX,X)

] ≥ d2(z,EX)

for all z ∈ N . In the classical case N = R, the corresponding equality should be well known
after the first lessons in probability theory.

Our approach to barycenters and expectations is based on the classical point of view of
[Gau1809]. He defined the expectation of a random variable (in Euclidean space) to be the
uniquely determined point which minimizes the L2-distance (”Methode der kleinsten Quadrate”).
In the context of metric spaces, this point of view was successfully used by [Car28], [Fre48],
[Kar77], and many others, under the name of barycenter, center of mass or center of gravity.
Iterations of barycenters on Riemannian manifolds were used by [Ken90], [EmMo91] and [Pic94].
[Jos94] applied these concepts on global NPC spaces.

For other probabilistic approaches, see [Dos49], [Her91], [ESH99].

Another natural way to define the ”expectations” EY of a random variable Y is to use

(generalizations of) the law of large numbers. This requires to give a meaning to 1
n

n∑
i=1

Yi. Our

definition below only uses the fact that any two points in N are joined by unique geodesics. Our
law of large numbers for global NPC spaces gives convergence towards the expectation defined
as minimizer of the L2-distance [Stu02].
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Theorem 3.4 (Law of Large Numbers). Let (Yi)i∈N be a sequence of independent, identically
distributed bounded random variables Yi : Ω → N on a probability space (Ω,A,P) with values
in a global NPC space (N, d). Define their mean values Sn : Ω → N by induction on n ∈ N as
follows:

S1(ω) := Y1(ω) and Sn(ω) :=
(

1− 1
n

)
Sn−1(ω) +

1
n

Yn(ω),

where the RHS should denote the point γ1/n on the geodesic γ : [0, 1] → N connecting γ0 =
Sn−1(ω) and γ1 = Yn(ω).

Then for P-almost every ω ∈ Ω

Sn(ω) → EY1 for n →∞
(”strong law of large numbers”).

Remark 3.5. (i) In strong contrast to the linear case, the mean value Sn will in general strongly
depend on permutations of the iid variables Yi, i = 1 . . . , n. The distribution PSn is of course
invariant under such permutations. But even ESn in general depends on n ∈ N. The law of
large numbers only yields that ES1 = limn→∞ ESn.

(ii) It might seem more natural to define the mean value of the random variables Y1, . . . , Yn

as the barycenter of these points, more precisely, as the barycenter of the uniform distribution
on these points, i.e.

Sn(ω) := b

(
1
n

n∑

i=1

δYi(ω)

)
.

In this case we also obtain a law of large numbers. Indeed, it is much easier to derive (and
it holds for more or less arbitrary choices of b(.)), see Proposition 4.9. However, it is also of
much less interest: we will obtain convergence of Sn(ω) towards b(PY1), the barycenter of the
distribution of Y1, but to define Sn we already have to use b(.).

(iii) Of course there are many other ways to define a mean value S̃n of the random variables
Y1, . . . , Yn which do not depend on the a priori knowledge of b(.). And indeed for many of these
choices one can prove that S̃n converges almost surely to a point b̃ (which only depends on the
distribution of Y1). For instance, define Sn,1 := Yn and recursively Sn,k+1 to be the midpoint
of S2n−1,k and S2n,k. Then S̃n(ω) := S1,n(ω) converges for a.e. ω as n → ∞ towards a point
b̃ = b̃(PY1). (Note that in the flat case, S1,n = 2−n

∑2n

i=1 Yi.) Another example is given by the
mean value in the sense of [ESH99] which will be described as Example 4.8.

However, no choice of S̃n other than Sn is known to the author where one obtains convergence
towards a point which can be characterized ”extrinsically”, like in our case as the minimizer of
the function z 7→ Ed2(z, Y1).

The Law of Large Numbers yields a simple proof of Jensen’s inequality. The key ingredient
is the inequality

ϕ(Sn) ≤ 1
n

n∑

i=1

ϕ(Yi)

which holds for any convex function ϕ : N → R.

Theorem 3.6 (Jensen’s inequality). For any global NPC space (N, d), any lower semicontinuous
convex function ϕ : N → R and any q ∈ P1(N)

ϕ(b(q)) ≤
∫

N

ϕ(x)q(dx),

provided the RHS is well-defined.

The above RHS is well-defined if either
∫

ϕ+ dq < ∞ or
∫

ϕ− dq < ∞. In particular, it is
well-defined if ϕ is Lipschitz continuous. Applying Jensen’s inequality to the convex function
(x, y) 7→ d(x, y) on the global NPC space N ×N yields
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Theorem 3.7 (Fundamental Contraction Property). For all θ ∈ [1,∞[ and all p, q ∈ Pθ(N) :

d(b(p), b(q)) ≤ dW
1 (p, q) ≤ dW

θ (p, q).(3.3)

4. Barycenters

In the previous section, we saw that nonpositive curvature in the sense of Alexandrov implies
the existence of a canonical barycenter map. It turns out that many results require nonpositive
curvature only because they rely on contraction properties of this map. The existence of such a
contracting map itself may be regarded as a far reaching generalization of nonpositive curvature.

Let us fix a complete metric space (N, d) and a number θ ∈ [1,∞[.

Definition 4.1. A Lθ-barycenter contraction is a map b : Pθ(N) → N such that
• b(δx) = x for all x ∈ N ;
• d(b(p), b(q)) ≤ dW

θ (p, q) for all p, q ∈ Pθ(N).

Obviously, a Lθ-barycenter contraction is a Lθ′-barycenter contraction for each θ′ ≥ θ,

Example 4.2. For each global NPC space the canonical barycenter yields a Lθ-barycenter
contraction (∀θ).

Actually, also partly the converse holds. If there exists a Lθ-barycenter contraction on (N, d)
then (N, d) is a geodesic space: For each pair of points x0, x1 ∈ N we can define a geodesic
t 7→ xt connecting x0 and x1 by xt := b((1−t)δx0 +tδx1). Given any four points x0, x1, y0, y1 ∈ N ,
the function t 7→ d(xt, yt) is convex. In particular, the geodesic t 7→ xt depends continuously on
x0 and x1. However, it is not necessarily the only geodesic connecting x0 and x1.

If geodesics in N are unique then the existence of a Lθ-barycenter contraction implies that
d : N×N → R is convex. Thus N has globally ”nonpositive curvature” in the sense of Busemann.

Corollary 4.3. Let N be a complete, simply connected Riemannian manifold and let d be a
Riemannian distance. Then (N, d) admits a Lθ-barycenter contraction b if and only if N has
nonpositive sectional curvature.

Indeed, if (N, d) admits a Lθ-barycenter contraction then so does (N0, d) for each closed
convex N0 ⊂ N . Hence, geodesics in N0 are unique and thus t 7→ d(γt, ζt) is convex for any pair
of geodesics γ and ζ in N0. This implies that N has nonpositive curvature.

Example 4.4. Let (N, ‖.‖) be a (real or complex) Banach space and put d(x, y) := ‖x − y‖.
Then Pθ(N) is the set of Radon measures p on N satisfying

∫
N ‖x‖θ p(dx) < ∞. For each

p ∈ Pθ(N), the identity x 7→ x on N is Bochner integrable and

b(p) :=
∫

N
x p(dx)

defines a barycenter contraction on (N, d).

Example 4.5. Let I be a countable set and for each i ∈ I, let (Ni, di) be a complete metric
space with L1-barycenter contraction bi and ”base” point oi ∈ Ni. Given η ∈ [1,∞], define a
complete metric space (N, d) with base point o = (oi)i∈I by

N :=

{
x = (xi)i∈I ∈

⊗

i∈I

Ni : d(x, o) < ∞
}

, d(x, y) :=

[∑

i∈I

dη
i (xi, yi)

] 1
η

provided η < ∞ or by d(x, y) = supi∈I di(xi, yi) if η = ∞. One can define a barycenter
contraction b on P1(N) by

b(p) := (bi(pi))i∈I
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where pi ∈ P1(Ni) with pi : A 7→ p({x = (xj)j∈I ∈ N : xi ∈ A}) denotes the projection of
p ∈ P1(N) onto the i-th factor of N .

For instance, this applies to N = Rn, n ≥ 2 with the usual notion of barycenter but with
”unusual” metric d(x, y) = sup{|xi − yi| : i = 1, .., n}. In this case, geodesics are not unique,
e.g. each curve t 7→ (t, ϕ2(t), ..., ϕn(t)) with ϕ ∈ C1(R), ϕi(0) = ϕi(1) = 0 and |ϕ′i| ≤ 1 is a
geodesic connecting (0, 0, ..., 0) and (1, 0, ..., 0).

Remark 4.6. Each barycenter map b on a complete metric space (N, d) gives rise to a whole
family of barycenter maps bn, n ∈ N (which in general do not coincide with b, see Example
below). Let b be a Lθ-barycenter contraction and Φ : N × N → N be the ”midpoint map”
induced by b, i.e. Φ(x, y) = b(1

2δx + 1
2δy). Define a map Ξ : P1(N) → P1(N) by

Ξ(q) := Φ∗(q ⊗ q).

Then Ξ is a contraction with respect to dW
θ . Thus for each n ∈ N

bn(q) := b(Ξn(q))

defines a contracting barycenter map bn : Pθ(N) → N .

Example 4.7. Define the tripod by gluing together 3 copies of R+ at their origins, i.e.

N = {(i, r) : i ∈ {1, 2, 3}, r ∈ R+}/ ∼ where (i, r) ∼ (j, s) :⇔ r = s = 0.

It can be realized as the subset {r · exp( l
32πi) ∈ C : r ∈ R+, l ∈ {1, 2, 3}} of the complex plane,

however, equipped with the (non-Euclidean!) intrinsic metric

d((i, r), (j, s)) =
{ |r − s|, if i = j

r + s, else.

Then (N, d) is a complete metric space of globally nonpositive curvature and according to
Example 3.2 there exists a canonical barycenter map b. Derive from that the barycenter map
b1 = b(Ξ(.)) as above. Then the maps b and b1 do not coincide. Indeed, choose q = 1

2δ(1,1) +
1
4δ(2,1) + 1

4δ(3,1). Then Ξ(q) = 1
4δ(1,1) + 1

16δ(2,1) + 1
16δ(3,1) + 5

8δo. Hence, b(q) = (1, 0) and
b1(q) = b(Ξ(q)) = (1, 1

8).

Example 4.8 (Barycenter Map of Es-Sahib & Heinich [ESH99]). Let (N, d) be a locally compact
complete separable metric space with negative curvature in the sense of Busemann or a global
NPC space in the sense of Alexandrov (see next section). Then one can define recursively for
each n ∈ N a unique map βn : Nn → N satisfying

• βn(x1, . . . , x1) = x1

• d(βn(x1, . . . , xn), βn(y1, . . . , yn)) ≤ 1
n

∑n
i=1 d(xi, yi)

• βn(x1, . . . , xn) = βn(x̌1, . . . , x̌n) where x̌i := βn−1(x1, . . . , xi−1, xi+1, . . . , xn).

This map is symmetric and satisfies d(z, βn(x1, . . . , xn)) ≤ 1
n

∑n
i=1 d(z, xi) for all z ∈ N . Given

any p ∈ P1(N) let (Yi)i be an independent sequence of maps Yi : Ω → N on some probability
space (Ω,A,P) with distribution PYi = p and define S̃n(ω) := bn((Y1(ω), . . . , Yn(ω)). Then
there exists a point β(p) ∈ N such that S̃n(ω) → β(p) for P-a.e. ω and n → ∞. The map
β : P1 → N is easily seen to be a L1-contracting barycenter map. Note, however, that in
general, β

(
1
n

∑n
i=1 δxi

) 6= βn(x1, . . . , xn).
Moreover, we emphasize that on non-flat Riemannian manifolds as well as on trees this

barycenter map β is different from the canonical one, defined via minimizing the L2-distance
(see previous section). For instance, let (N, d) be the tripod and let p = 1

2δ(1,1) + 1
4δ(2,1) + 1

4δ(3,1).
Then with the latter choice b(p) = (1, 0), whereas an easy calculation shows that the previous
choice yields β(p) = (1, 1/6).
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Proposition 4.9 (Empirical Law of Large Numbers). Let (N, d) be a complete metric space
with a contracting barycenter map b : Pθ(N) → N and fix p ∈ P∞(N). Moreover, let (Ω,A,P)
be a probability space and (Xi)i∈N be an independent sequence of measurable maps Xi : Ω → N
with identical distribution PXi = p. Define the ”barycentric mean value” sn : Ω → N by
sn(ω) := b

(
1
n

∑n
i=1 δXi(ω)

)
. Then for P-almost every ω ∈ Ω

sn(ω) −→ β(p) as n →∞.

5. Transport Inequalities and Gradient Estimates

In previous sections, we studied contraction properties of the canonical barycenter maps
b : P(N) → N on spaces N with some kind of upper curvature bounds (e.g. nonpositive
curvature in the sense of Alexandrov). Now we will be concerned with the reverse situation.
We will study contraction properties of ”canonical” maps pt : M → P(M) on spaces M with
appropriate lower curvature bounds. To be more specific, we will restrict ourselves (mostly)
to Riemannian manifolds and we will choose (pt)t to be the heat semigroup. The appropriate
curvature bounds will turn out to be lower bounds for the Ricci curvature.

We will present various equivalences between transportation inequalities (for volume measures,
heat kernels, Brownian motions), gradient estimates for the heat semigroup and lower bounds
for the Ricci curvature, These are joint results with Max-K. von Renesse. Details can be found
in [vRSt03].

In the sequel, (M, g) always is assumed to be a complete smooth Riemannian manifold with
dimension n, Riemannian distance d(x, y) and Riemannian volume m(dx). Here and henceforth,
pt(x, y) always denotes the heat kernel on M , i.e. the minimal positive fundamental solution to
the heat equation (∆− ∂

∂t)pt(x, y) = 0. It is smooth in (t, x, y), symmetric in (x, y) and satisfies∫
M pt(x, y)m(dy) ≤ 1. Hence, it defines a subprobability measure pt(x, dy) := pt(x, y)m(dy)

as well as operators pt : C∞c (M) → C∞(M) and pt : L2(M) → L2(M) which are all denoted
by the same symbol. Given µ ∈ Pθ(M) and t > 0 we define a new measure µpt ∈ Pθ(M) by
µpt(A) =

∫
A

∫
M pt(x, y)µ(dx)m(dy).

Brownian motion on M is by definition the Markov process with generator 1
2∆. Thus its

transition (sub-)probabilities are given by pt/2.
If the Ricci curvature of the underlying manifold M is bounded from below then all the pt(x, .)

are probability measures. If the latter holds true we say that the heat kernel and the associated
Brownian motion are conservative. It means that the Brownian motion has infinite lifetime.

Our first main result in thsi section deals with robust versions of gradient estimates.

Theorem 5.1. For any complete smooth Riemannian manifold M and any K ∈ R the following
properties are equivalent:

(i): Ric(M) ≥ K,
which always should be read as: Ricx(v, v) ≥ K|v|2 for all x ∈ M, v ∈ TxM .

(ii): For all f ∈ C∞
c (M), all x ∈ M and all t > 0

|∇ptf |(x) ≤ e−Kt pt|∇f |(x).

(iii): For all f ∈ C∞c (M) and all t > 0

‖∇ptf‖∞ ≤ e−Kt ‖∇f‖∞ .

(iv): For all bounded f ∈ CLip(M) and all t > 0

Lip(ptf) ≤ e−Kt Lip(f).
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The equivalence of (i) and (ii), perhaps, is one of the most famous general results which
relate heat kernels with Ricci curvature. It is due to D. Bakry & M. Emery [BaEm84], see also
[ABC00] and references therein. Property (ii) is successfully used in various applications as a
replacement (or definition) of lower Ricci curvature bounds for symmetric Markov semigroups
on general state spaces. Our result states that (ii) can be weakened in two respects:
– one can replace the pointwise estimate by an estimate between L∞-norms;
– one can drop the pt on the RHS.
Besides being formally weaker than (ii) one other advantage of (iii) is that it is an explicit
statement on the smoothing effect of pt whereas (ii) is implicit (since pt appears on both sides).

As an easy corollary to the equivalence of the statements (ii) and (iii) one may deduce the
well known fact that (ii) is equivalent to the assertion that for all f, x and t as above

|∇ptf |(x) ≤ e−Kt
[
pt(|∇f |2)(x)

]1/2
.

Property (iv) may be considered as a replacement (or as one possible definition) for lower Ricci
curvature bounds for Markov semigroups on metric spaces. For several non-classical examples
(including nonlocal generators as well as infinite dimensional or singular finite dimensional state
spaces) we refer to [Stu03], [DaRo02] and [vRe03]. This property turned out to be the key
ingredient to prove Lipschitz continuity for harmonic maps between metric spaces in [Stu03].

According to the Kantorovich-Rubinstein duality, property (iv) is equivalent to a contraction
property for the heat kernels in terms of the L1-Wasserstein distance dW

1 . Actually, however,
much more can be proven:
– one obtains contraction in dW

θ for each θ ∈ [1,∞] and for any initial data;
– one obtains pathwise contraction for Brownian trajectories.

Corollary 5.2. For any smooth complete Riemannian manifold M and any K ∈ R the following
properties are equivalent:

(i): Ric(M) ≥ K.
(v): For all x, y ∈ M and all t > 0 there exists θ ∈ [1,∞] with

dW
θ (pt(x, .), pt(y, .)) ≤ e−Kt · d(x, y).

(vi): For all θ ∈ [1,∞], all µ, ν ∈ Pθ(M) and all t > 0:

dW
θ (µpt, νpt) ≤ e−Kt · dW

θ (µ, ν).

(vii): For all x1, x2 ∈ M there exists a probability space (Ω,A,P) and two conservative
Brownian motions (X1(t))t≥0 and (X2(t))t≥0 defined on it, with values in M and starting
in x1 and x2, respectively, such that for all t > 0

E [d(X1(t), X2(t))] ≤ e−Kt/2 · d(x1, x2).

(viii): There exists a conservative Markov process (Ω,A,Px, X(t))x∈M×M,t≥0 with values
in M × M such that the coordinate processes (X1(t))t≥0 and (X2(t))t≥0 are Brownian
motions on M and such that for all x = (x1, x2) ∈ M ×M and all t > 0

d(X1(t), X2(t)) ≤ e−Kt/2 · d(x1, x2) Px-a.s.

Note that each of the statements (v) and (vi) implicitly includes the conservativity of the
heat kernel. Indeed, the finiteness of the Wasserstein distance implies that the measures under
consideration must have the same total mass. Thus pt(x,M) is constant in x, hence also constant
in t and therefore equal to 1.

The interpretation of these results is as follows: if we put mass distributions µ and ν on
M and if they spread out according to the heat equation then the lower bound for the Ricci
curvature of M controls how fast the distances between these distributions may expand (or have
to decay) in time.
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The second main result in this section deals with transportation inequalities for uniform
distributions on spheres and analogous inequalities for uniform distributions on balls. Here the
lower Ricci bound is characterized as a control for the increase of the distances if we replace
Dirac masses δx and δy by uniform distributions σr,x and σr,y on spheres around x and y, resp.
or if we replace them by uniform distributions mr,x and mr,y on balls around x and y, resp.

Theorem 5.3. For any smooth compact Riemannian manifold M and any K ∈ R the following
properties are equivalent:

(i): Ric(M) ≥ K.
(ix): The normalized surface measure on spheres of radius

√
2n r

σr,x(A) :=
Hn−1(A ∩ ∂B√2nr(x))
Hn−1(∂B√2nr(x))

, A ∈ B(M)

satisfies the asymptotic estimate

(5.1) dW
1 (σr,x, σr,y) ≤

(
1−Kr2 + o(r2)

)
· d(x, y)

where the error term is uniform w.r.t. x, y ∈ M .
(x): The normalized Riemannian uniform distribution on balls of radius

√
2(n + 2) r

mr,x(A) :=
m(A ∩B√

2(n+2)r
(x))

m(B√
2(n+2)r

(x))
, A ∈ B(M)

satisfies the asymptotic estimate

(5.2) dW
1 (mr,x,mr,y) ≤

(
1−Kr2 + o(r2)

)
· d(x, y)

where the error term is uniform w.r.t. x, y ∈ M .

The heat kernel on a Riemannian manifold is a fundamental object for analysis, geometry and
stochastics. Many properties and precise estimates are known. In most of these results, lower
bounds on the Ricci curvature of the underlying manifold play a crucial role. However, for more
general spaces, like e.g. metric measure spaces, there is neither a notion of Ricci curvature nor
a common notion of bounds for the Ricci curvature (comparable for instance to Alexandrov’s
notion of bounds for the sectional curvature for metric spaces).

The advantage of the above characterization of Ricci curvature is that it depends only on the
basic, robust data: measure and metric. It does not require any heat kernel, any Laplacian or
any Brownian motion. It might be used as a guideline in much more general situations.

For instance, let (M,d) be an arbitrary separable metric space equipped with a measure m
on its Borel σ-field and assume that (5.2) holds true (with some number K ∈ R). Define an
operator mr acting on bounded measurable functions by mrf(x) =

∫
M f(y) mr,x(dy). Then by

the Arzela-Ascoli theorem there exists a sequence (lj)j ⊂ N such that

ptf := lim
j→∞

(
m√

t/lj

)lj
f

exists (as a uniform limit) for all bounded f ∈ CLip(M) and it defines a Markov semigroup on
M satisfying

Lip(ptf) ≤ e−KtLip(f).

For Riemannian manifolds, the invariance principle for Brownian motions implies that this
semigroup (pt)t is just the usual heat semigroup and thus (x) obviously implies (iv). Analogously,
(ix)=⇒ (iv). The converse implications are rather involved and required detailed estimates for
the transportation costs. The basic ingredient, however, is an elementary quadrilateral estimate
for geodesic parallel transports (and actually this easily explains the final asymptotic formula).
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6. Gradient Flows on Metric Spaces and Nonlinear Diffusions

This section is devoted to contraction properties of nonlinear diffusions on Rn or on a Rie-
mannian manifold M . Following [Ott01] and [OtVi00], we regard them as gradient flows of
appropriate free energy functionals S on Pθ(M). Contraction properties for these nonlinear
diffusions will be derived from convexity properties of the free energy functional. In particular,
we present extensions of the Bakry-Emery criterion to nonlinear equations. For details, proofs
and further references we reer to [Stu04].

Given an arbitrary geodesic space (N, dN ), a number K ∈ R and a function S : N →
[−∞, +∞] we say that S is K-convex iff for each (constant speed, as usual) geodesic γ : [0, 1] → N
with S(γ0) < ∞ and S(γ1) < ∞) and for each t ∈ [0, 1]:

S(γt) ≤ (1− t) S(γ0) + t S(γ1)− K

2
t(1− t) d2

N (γ0, γ1).(6.1)

If S is lower semicontinuous, then it suffices to verify this for all geodesics γ and t = 1
2 .

K-convexity is a local property. The above inequality (6.1) holds for a given function S
and a given geodesic γ : [0, 1] → N provided there exists a partition 0 = t0 < t1 < . . . <
tn+1 = 1 such that for each i = 1, . . . , n the geodesic γ : [ti−1, ti+1] → N satisfies (after suitable
reparametrization) inequality (6.1).

A function S is K-convex if and only if for each geodesic γ : [0, 1] → N with S(γ0) < ∞ and
S(γ1) < ∞ one has S(γt) < ∞ (for all t ∈ [0, 1]) and

lim inf
t→0

1
t2
· [S(γ2t)− 2S(γt) + S(γ0)] ≥ K · d2

N (γ0, γ1).

Example 6.1. A smooth function S on a Riemannian manifold (N, d) is K-convex if and only
if

Hess S ≥ K.

Given a function S on a geodesic space (N, d), we say that a map σ : R+ × N → N ,
(t, x) 7→ σt(x) is a gradient flow for S iff for each x ∈ N , t 7→ σ(t, x) is a curve in N starting
in x with |∂tσ(t, x)| = −∂σS(σ)(t, x) and ∂σS(σ)(t0, x) ≤ ∂ηS(η)(t0) for any t0 and any other
curve η in N with σ(t0, x) = ηt0 .

Proposition 6.2. Assume that S is K-convex. Then there exists a unique gradient flow σ for
S and it satisfies:

(i): d(σ(t, x), σ(t, y)) ≤ e−Ktd(x, y) for all x, y ∈ N and all t ≥ 0.
(ii): If in addition K > 0 and S > −∞ then there exists a unique ”ground state” x0 ∈ N

satisfying S(x) ≥ S(x0) + K
2 d2

N (x, x0) for all x ∈ N .
(iii): If K > 0 and S(x0) = 0 then −∂tS(σ(t, x)) ≥ 2K · S(σ(t, x)) and thus S(σ(t, x)) ≤

e−2KtS(x).

Property (i) is deduced in unpublished papers by Perelman and Petrunin as well as by A.
Lytchak (private communication). Properties (ii) and (iii) may be regarded as generalized
versions of Talagrand’s inequality and Gross’ logarithmic Sobolev inequality, resp. This may be
seen in Example 6.4 below where we choose the space N and the function S more specifically.

From now on, let N be the space P2(M) of probability measures on a smooth complete
Riemannian manifold M and let dN be the L2-Wasserstein distance dW

2 distance derived from
the Riemannian distance d = dM . Following [McC01], K-convex functions on P2(M) are also
called displacement K-convex (to emphasize that it means K-convexity along the geodesics
t 7→ γt w.r.t. dW

2 and not along the geodesics t 7→ (1 − t)γ0 + tγ1 in the linear space of signed
measures).
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Given an increasing function U : R→ R and a lower semicontinuous function V : M → R we
define the free energy S : P2(M) → [−∞,∞] by

S(ν) :=
∫

M
U

(
log

dν

dm

)
dν +

∫

M
V dν(6.2)

provided ν is absolutely continuous w.r.t. the Riemannian volume measure m and
∫

U+(log dν
dm) dν+∫

V+ dν < ∞. Otherwise, we define S(ν) := +∞.

Remark 6.3. Under minimal assumptions on M , U and V the gradient flow σ for S as above
is given by σ(t, ν)(dx) = ρ(t, x) m(dx) where the densities ρ solve the nonlinear PDE

∂tρ(t, x) = ∆(ρU ′(log ρ))(t, x) +∇(ρ · ∇V )(t, x)

on R+ ×M , [OtVi00], [Vil03].
If we can verify K-convexity of S for some K > 0 then this nonlinear diffusion equation has a

unique stationary solution and any other solution converges exponentially fast to the stationary
solution.

Example 6.4. The main examples are:
• U(r) = r, V = 0 yields the relative entropy S(ν) =

∫
M log dν

dm dν. Its gradient flow is
the usual heat equation ∂tρ = ∆ρ. More precisely, the densities of the gradient flow are
solutions of the heat equation.

• U(r) = r leads to the Fokker-Planck equation

∂tρ = ∆ρ +∇(ρ · ∇V ).

In this case, an easy calculation shows S(σ(t, ν)) =
∫

u2 log(u2)e−V dm and−∂tS(σ(t, ν)) =
1
4

∫ |∇u|2e−V dm provided we write dσ
dm = u2e−V . Hence, here we indeed obtain the usual

version of the logarithmic Sobolev inequality.
• U(r) = 1

a exp(ar) for a constant a 6= 0 and V = 0 yields S(ν) = 1
a

∫
M

(
dν
dm

)a
dν. The

associated gradient flow is given by the porous medium equation (if a > 0) or fast
diffusion equation (if a < 0)

∂tρ = ∆(ρ1+a).

Our main result from [Stu04] yields K-convexity for large classes of energy functionals asso-
ciated to nonlinear diffusions on Euclidean and Riemannian spaces. As a consequence it yields
exponential convergence to equilibrium for the solutions to these equations together with explicit
bounds for the rate of convergence.

Theorem 6.5. The free energy S from (6.2) is K-convex if and only if U ′′(r)+ 1
nU ′(r) ≥ 0 and

U ′(r) · Ricx(ξ, ξ) + HessxV (ξ, ξ) ≥ K · |ξ|2

for all r ∈ R, x ∈ M and ξ ∈ TxM .

Applications of this result to heat equation, Fokker-Planck equation and porous medium
equation are straightforward.

Corollary 6.6. The free energy S(ν) =
∫
M log dν

dm dν +
∫
M V dν associated with the Fokker-

Planck equation is K-convex if and only if the Bakry-Emery criterion

Ricx(ξ, ξ) + HessxV (ξ, ξ) ≥ K · |ξ|2

is satisfied (∀x ∈ M,∀ξ ∈ TxM).
In particular, the relative entropy S(ν) =

∫
M log dν

dm dν is a K-convex function on the metric
space P2(M) if and only if the Ricci curvature of the underlying Riemannian manifold M is
bounded from below by K.
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Corollary 6.7. For any N > 0 the free energy S(ν) = −N ·∫M

(
dν
dm

)−1/N
dν associated with the

fast diffusion equation ∂tρ = ∆(ρ1−1/N ) is a 0-convex function on the metric space P2(M) if and
only if the underlying Riemannian manifold M has nonnegative Ricci curvature and dimension
≤ N .

Parts of the above corollaries had been obtained in [OtVi00], [CMS01] and [vRSt03]. The
previous results yields a characterization of the curvature-dimension conditions CD(K,∞) as
well as CD(0, N) of Bakry-Emery in terms of contraction properties of nonlinear diffusions. The
general condition CD(K,N) may be characterized in a similar manner:

Theorem 6.8. i) For K > 0 and N > 0 consider the free energy functional

S(ν) =
∫

M

[
log

(
dν

dm

)
−N

(
dν

dm

)−1/N
]

dν

associated with the nonlinear diffusion equation

∂tρ = ∆(ρ(1 + ρ−1/N )).

Then S is K-convex if and only if the dimension of the manifold is bounded from above by N
and its Ricci curvature is bounded from below by K.

iii) For K < 0 and N > 0 consider the free energy functional

S(ν) = −N

∫

M
log

[
1 +

(
dν

dm

)−1/N
]

dν

associated with the nonlinear diffusion equation

∂tρ = ∆(ρ(1 + ρ1/N )−1).

Then S is K-convex if and only if the dimension of the manifold is bounded from above by N
and its Ricci curvature is bounded from below by K.
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